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Preface

When Don Swanson hypothesized a connection between Raynaud’s phenomenon

and dietary fish oil, the field of literature-based discovery (LBD) was born. During

the subsequent two decades a steady stream of researchers have published articles

about LBD and the field has made steady progress in laying foundations and cre-

ating an identity. It is curiously significant that LBD is not “owned” by any par-

ticular discipline, for example, knowledge discovery or text mining. Rather, LBD

researchers originate from a range of fields including information science, informa-

tion retrieval, logic, and the biomedical sciences. This reflects the fact LBD is an

inherently multi-disciplinary enterprise where collaborations between the informa-

tion and biomedical sciences are readily encountered. This multi-disciplinary aspect

of LBD has made it harder for the field to plant a flag, so to speak. The present vol-

ume can be seen as an attempt to redress this. It presents chapters providing a broad

brush stroke of LBD by leading researchers providing an overview of the state of the

art, the models and theories used, experimental studies, lessons learnt, application

areas, and future challenges. In short, it attempts to convey a learned impression of

where and how LBD is being deployed. Don Swanson has kindly agreed to provide

the introductory chapter. It is the hope and intention that this volume will plant a

flag in the ground and inspire new researchers to the LBD challenge.

Peter Bruza
July 2007 Marc Weeber
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Part I
General Outlook and Possibilities



Literature-Based Discovery? The Very Idea

D.R. Swanson

Abstract How is it possible to extract new knowledge from something already pub-

lished? The possibility arises, for example, when two articles considered together

suggest information of scientific interest not apparent from either article alone. In

that sense, the two articles are complementary, a relationship based on the scientific

problems, findings, and arguments presented. Whether the information found is also

new and can lead to a plausible, testable hypothesis requires further searching and

analysis of the literature from which it emerged.

The purpose of this introduction is to outline goals, concepts, problems, and

literature structures that offer one approach to understanding the potential and limi-

tations of literature-based discovery (LBD) independently of specific computer tech-

niques that may be used to assist or implement it. The seeds of most of the basic

concepts of LBD can be seen within the following classic exemplar of complemen-

tarity from a century ago that was of extraordinary importance to science.

1 Complementarity of Hybridity and Cytology:
The Birth of Cytogenetics

A classic work by Walter Sutton in 1903 represents a landmark in genetics known

as the Boveri–Sutton hypothesis [5]. The famous 1866 paper by Mendel on pea

hybridization, that resurfaced in 1900, was interpreted by Sutton in the light of

chromosome behavior observed in cell division and fertilization. An introduction

to Sutton’s article, written by Peters in 1959, bears a remarkable resemblance to

literature-based discovery:

“... When an author takes a series of apparently unrelated facts and ideas from two areas of
investigation, combines them so that they make new sense, and develops a new hypothesis

D.R. Swanson
University of Chicago, 1010 E. 59th Street, Chicago, IL 60637, USA
swanson@uchicago.edu

P. Bruza and M. Weeber (eds.), Literature-based Discovery, 3
Springer Series in Information Science and Knowledge Management 15.
c© Springer-Verlag Berlin Hiedelberg 2008
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from the combination, he not only aids in the advance of both fields but also is quite likely
to open up a new one... In Sutton’s paper you will see this development of relationships be-
tween the fields of cytology and heredity, which, at the time Sutton wrote, were considered
to be fairly divergent from one another, in that no research techniques were shared... Sutton’s
paper can be considered the beginning of cytogenetics... This paper is a good model to fol-
low in the preparation of a study involving synthesis and correlation.” [5, p. 27]

To get some idea of the nature of the complementarity in Sutton’s synthesis, a few

salient features of Mendel’s paper on hybridity and of the separate work in cytology

may be helpful [8].

Mendel experimentally bred strains of peas with distinctive visible traits and

found that hybrids from parents that breed true and differ consistently in one trait

all look like the parent with the “dominant” trait. If those hybrids are then inbred,

their first generation descendants show a 3:1 ratio of dominant to “recessive”, where

the latter is a reversion to the non-dominant grandparent. Continuing through one

more generation, Mendel found that the recessives do not further vary, but only 2/3

of those bred from the hybrids that possess the dominant character show again a

3:1 ratio, thus indicating that the original 3:1 ratio could be reinterpreted as 1:2:1.

Mendel continued his experiments through about six generations, and concluded

that his results could be explained by assuming that the dominant and recessive

traits split up within the new seeds and pollen, and then recombine at random dur-

ing fertilization. He went on to show that a second pair of traits behaved in exactly

the same way and as though entirely independent of the first pair.

Mendel’s experiments entailed more than 10,000 plantings of peas. A cartoon

shows a group of monks sitting at a dining table, and one monk walking in with a

huge serving bowl. The caption reads: “Brother Mendel, we are getting a little tired

of peas”.

Turning now to the separate field of cytology (as of 1900) its basic data were

derived not from plant breeding experiments but rather from examining the cell nu-

cleus using a microscope. In the process of germ-cell division, paired chromosomes,

one from each parent, separate to form gametes. Observations of the detailed behav-

ior and orientation of chromosomes prior to dividing led Sutton to suggest that the

gametes formed are just as likely to receive any given chromosome from one par-

ent as the other. He saw that if he associated a pair of parental traits with a pair of

parental chromosomes, then he could account for Mendel’s observation that traits

appeared to split up within the germ cells and recombine at random during subse-

quent fertilization. It also appeared that a second pair of traits and chromosomes

behaved independently of the first pair, and so could account for Mendel’s laws of

segregation and distribution. Thus the problem posed by Mendel, of how a pair of

traits can behave as though they were randomly distributed to progeny, is solved

by Sutton’s interpretation of chromosome behavior during meiosis and fertilization,

which provides a causal mechanism sufficient to explain Mendel’s results.

Sutton’s paper holds at least two important lessons for literature-based discovery.

First, the two fields of experimental hybridity and cytology of the cell nucleus

were good prospects for the analysis of complementarity even prior to 1900 be-

cause they were addressed to a common problem, in this case the transmission of

hereditary traits.
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Second, a more detailed study of cytology, focused on cell division and fertiliza-

tion during the two decades before 1900, suggests that Sutton’s synthesis was far

more than a mechanistic process of putting two things together. It involved both in-

ventiveness and substantial knowledge, both implicit and explicit. Once Sutton, who

was a cytologist, had become aware of the Mendel paper, even a supercomputer of

today would have been of little use in helping him create or interpret connections

between cytology and hybridity. Recognizing complementarity is quintessentially

a human function that requires creativity, inventiveness, scientific knowledge, and

background knowledge – the latter including commonplace knowledge such as is

needed for, among other things, understanding natural language in scientific text, or

any other text, or to understand the point of a metaphor, a joke, or a cartoon, all of

which depend on usage, context, and situation [2].

I know of no reason to believe that Sutton’s achievement, notwithstanding its

extraordinary importance, is unique in its dependence on human mental abilities in

order to recognize complementary relationships. The achievement presents a chal-

lenge to people who understandably want the computer to do most of the work. In-

deed, it seems likely that the creativity required is not unrelated to the importance of

Sutton’s work. If we design LBD procedures to find important connections by stim-

ulating human creativity, the less important will follow by default, but not vice versa.

The goal of LBD in my opinion should be to support and enhance human ability

by focusing on the key problems of finding promising pairs of scientific articles

that can serve as a stimulus, and on identifying associated literature structures (see

below). It is, in any event, plausible to assume that two articles randomly selected

from a vast literature would have almost no chance of being complementary, so we

need a search process that combines human knowledge and judgment with computer

speed and data capacities. One key problem here is to determine what kind of clues

are helpful in pointing to or defining “promising” pairs of articles.

2 Suggestive Complementarity and the ABC Model

“Complementarity”, as defined above, is only suggestive, rather than compelling be-

cause scientific arguments expressed in natural language seldom lend themselves to

logical description, largely because the background knowledge necessary for trans-

forming the text of an article into a logical statement is almost always missing and

typically taken for granted.

However, many scientific arguments are expressed as an association between two

or more entities – such as substances and diseases in the biomedical literature. The

idea of combining two entities is useful in providing a structured example of com-

plementarity. One article might argue that term A is associated with B, and a second

article that B is associated with C, in the absence of any explicit published claim

that A may be related to C. This structure resembles a syllogism, but “association”

and “relatedness” are not transitive so one should not be misled by the resemblance.

I shall try to show that it is nonetheless useful for explanatory purposes. An AC



6 D.R. Swanson

relationship under the circumstance given would be implicitly suggested and so

worth thinking about to any reader who understands both articles (A, C), a key

point being the word “suggestive”. Assuming that the two articles have no authors

in common, it is also of interest to notice that the suggestion of an A–C relationship

is unintended by the authors of either A or C who may not even have been aware of

each other’s work.

The ABC model, even though overly simple, is sufficiently rich to serve as a

useful point of departure and as a vehicle for an organized approach to defining

literature structures that have a good chance of being relevant to LBD. Moreover,

the A to B to C structure can be described also by the algebra of sets, wherein we

consider the set of all articles containing term A and similarly for B and for C. AB

and BC are then defined in terms of set intersections. To form and combine sets

of articles is the function of the core search commands for the major bibliographic

databases that provide routes of intellectual access to the literature of science.

Gardner-Medwin, an eminent biomedical researcher, presciently observed in

1981: “In these days of library computers it is possible to search the literature for

papers linking two or more keywords. If one were to pick out the following associa-

tions neuroglia–potassium; potassium–spreading depression; spreading depression–

migraine, one would make quite an impressive collection. Try to link neuroglia with

migraine however, and there would be little to show. The aim of this paper is to

explore the three associations set out above” [3, 7].

Gardner-Medwin proposed and executed a core idea of LBD in a single paper

with the help of a computer database search, but otherwise without benefit of com-

puter assistance. This approach can be seen as the ABC model extended to ABCD,

and was published 4 years before the work on LBD was initiated in information

science, where it was called “undiscovered public knowledge” [6]. Even though the

Gardner-Medwin article received about 100 citations (up to April 2007), mostly on

spreading cortical depression (a neurological brain phenomenon), only six articles

turned up in a Medline search on neuroglia ‘AND’ migraine (in the title or abstract or

as medical subject headings), none earlier than 1981. Three of these cited Gardner-

Medwin. Unlike the spectacular impact of the 1903 Sutton synthesis, the Gardner-

Medwin hypothesis does not appear to have stimulated much further research on

neuroglia and migraine, even though the intermediate steps of the connection were

argued in depth, frequently cited, and well-researched. I could find no further pub-

lished work by Gardner-Medwin along the line of ABC-type connections.

3 What People “Know” versus Recorded Knowledge

It is important, in the context of what is meant by “novelty” to distinguish between

what people “know” (or think they know), and what is published. Literature-based

discovery is concerned not with state of mind but rather with the state of the public

record. It follows that the novelty of any implicit discovery hinges not on whether
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one or more scientists previously knew about it, but only on whether it had been

previously made explicit in published form.

The journal article is one of the most important inventions supporting the in-

frastructure of modern science, dating from the mid-eighteenth century [10, 11]. Its

function is to represent a small fragment of science, relatively short and to the point,

that can then serve as a “building block” available for public use in a communal

effort to construct the edifice of scientific knowledge, a process in which the blocks

themselves may evolve into more mature forms and interact with their neighbors to

form literatures addressed to common problems.

The size of the recorded knowledge base is far beyond human capacity to as-

similate, even with the division of labor that specialization makes possible. And

to include implicit knowledge based on connections increases the disparity enor-

mously. Concerning human capacity, there is perhaps one exceptional case that has

been reported:

He is the master of Balliol College What he doesn’t know just isn’t knowledge [1, p. 190].

4 Fragmentation of Science

The concept of LBD arises from and depends on three essential and interlocking

aspects of recorded scientific knowledge – its immense size, an attempt to cope

with size by specialization, and the resulting inevitable fragmentation of science

into insular communities.

Specialization in science began along with the scientific journal. The patterns of

communication, particularly in citation practices, are difficult to analyze prior to the

era of Eugene Garfield and the citation indexes, but manual techniques with limited

objectives are not infeasible. Hybridity and cytology between 1866 and 1900, the

period during which Mendel’s paper was reputedly neglected, is worth a closer look

for our purposes.

Whether in fact the Mendel paper was neglected and, if so, why, has occasioned

much published debate, but, more to the point for LBD is the paucity of published

citations by cytologists to any of the hybridity literature (including Mendel) and

vice versa, even though the two fields did share a common interest in the problem

of hereditary transmission, at least after 1881. I was able to find, after substantial

manual searching, only a few isolated examples of cross citations between the two

fields, but these did not lead to significant or ongoing interaction. Judging from the

citation pattern, both cytologists and hybridists seemed to be fully occupied within

their own specialties, no doubt because that is why specialties developed in the first

place. Sutton’s breakthrough of the cytology–hybridity boundary in 1903 seemed to

be virtually unprecedented.

Most of the LBD work to date has been based on the literature of biology

and medicine, perhaps because the biological world is so richly interconnected.

There are many scientific bibliographic databases, but the largest two in biology
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and medicine illustrate the immense size of the literature today, with about 16

million articles covered by Medline and 18 million by BIOSIS (Biological Ab-

stracts) (with substantial overlap of the two databases). Both of these databases

are well-organized, indexed in depth, and associated with powerful, flexible search

languages. They are the preeminent routes of access to the recorded knowledge of

biology and medicine. The size of this vast literature necessarily shapes the nature

of problems that LBD addresses.

Fragmentation is also manifest in the growth of the published record. Specialties

do not tend to grow so large as to be unmanageable; prior to that point, subspecialties

are formed spontaneously. Subspecialties therefore proliferate while maintaining a

more or less limited maximum size of each. The literature of science cannot grow

faster than the communities that produce it, but not so with connections. Implicit

connections between subspecialties grow combinatorially. LBD is challenged more

by a connection explosion than by an information explosion.

5 A Problem-Oriented Approach

The various approaches to research on LBD involve in one way or another some

combination of human and machine procedures. Here, in order to bring into focus

underlying principles, I envision LBD primarily as a human function, but in need of

computer assistance for individual biomedical researchers.

A reasonable start for individual users of an LBD system is to define a problem

in their own field of research and on that basis design a customized approach appro-

priate to solving the problem. The creation of relevant sub-literatures – principally

by conducting searches using bibliographic databases, as did Gardner-Medwin, – is

of great, perhaps overriding, importance to defining problems of manageable size.

A distinction between closed vs open ended searching is relevant in this context.

Any LBD search that does not begin by clearly specifying a problem can be doubly

open-ended, having, like the universe, neither a beginning nor an end [1, pp. 169–

171]. Wishing to avoid questions of either cosmology or theology, I prefer to assume

that one always starts with a user-defined problem that anchors the beginning of a

search. The terminus is then open or closed. The open terminus often may be decom-

posed into multiple termini defined by a list of candidate terms suggested by either a

human or a computer procedure. Any single choice from the list then characterizes

a closed-end search, which is necessarily a hypothesis, not an established or con-

firmed finding. It remains to be tested in the laboratory, clinic, or other contexts in

the real world, in the usual manner of scientific investigation.

The approach described above is individualized in that it envisions that LBD

serves, and is used by, a subject specialist (e.g., a biomedical scientist) engaged

in research. This approach encourages a focus on what can be done now to produce

scientifically acceptable and useful results. Individualized small scale trial-and-error

procedures are characterized by many dead ends and a few promising paths. We can

learn from both failures and successes to develop requirements and techniques for

future systems. Such an approach based on dispersed knowledge and exploratory

searching is conducive to evolutionary improvement.
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6 Complementary but Disjoint Structures in the Literature
of Science

To determine whether supposedly new information seen in a pair of complementary

articles has been published explicitly elsewhere – i.e., is not really new in terms of

the state of the published record, requires a thorough literature search that may be

far from a straightforward exercise.

The concept of novelty is domain dependent [8]. If we were to choose the world-

wide domain of all recorded knowledge, it is impossible to prove that something is

novel – i.e. does not exist elsewhere. Information retrieval is, in essence, an incom-

plete and uncertain process [2, 6, p. 113]. Yet, for all practical purposes a limitation

to the major bibliographic and citation databases, and a high-recall search, would

seem to be a reasonable basis for determining whether a connection is new to the

published record, at least until proved otherwise.

The definition of complementarity can in an obvious way be extended from a pair

of articles to a pair of sets of articles with each set characterized by substantially the

same scientific argument. The question of whether the two sets intersect is then

crucial. The new information that one might hope to gain from bringing together

complementary individual articles may well already be contained in any overlapping

set. In short, two complementary sets that have any substantial number of articles in

common are probably of little interest for LBD.

Moreover it would be unusual for two sets of articles that cite each other exten-

sively to be disjoint – i.e. have no articles in common, so for practical purposes it

is reasonable and easier to determine the intersection of the two sets, and then only

in the case of small or null intersections, check also for any citations from one lit-

erature to the other. In this context, normally one would expect two disjoint clusters

to be unrelated and not complementary, and two complementary clusters to overlap

extensively.

The foregoing argument suggests that two sets of articles that are complemen-

tary but disjoint (CBD)would represent an unusual structure – but it is just such a

structure that commands the highest interest for LBD and is or should be the prime

focus of LBD research, because the implicit results of complementary relationships

that can be seen or deduced are probably undocumented and hence novel. They are

likely also to be unknown and unintended [8].

The concept of disjoint, as used in CBD, is an idealization not to be taken rigidly.

If relatively few articles are within the intersection of two much larger sets (say

A, C), few enough so that it is not too difficult to directly examine each one to

assess whether it represents a biologically meaningful connection between A and

C, then for practical purposes A and C are disjoint. For any intersection paper that

does represent a valid connection, the citation pattern can reveal whether or not it

has been neglected, as may have been the case for Mendel’s paper. LBD then might

play a key role in strengthening and updating the literature-based connections (by

analyzing more B-terms), and so calling attention to any neglected discovery that it

might represent. I have given an example of such literature-based resurrection in a

recent publication [9, pp. 1088, 1091].
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7 Summing Up

I have suggested one way of thinking about literature-based discovery, stressing the

point that understanding goals, problems, and concepts should precede consider-

ation of how computers can be used to best advantage. LBD originates with the

scientist as user defining a problem of interest and then examining combinations of

articles that together suggest new hypotheses not apparent in the separate articles.

These combinations are to be found in complementary but disjoint (CBD)literatures,

the process of recognizing complementarity depending on human ingenuity. CBD

literatures are formed by searching the major bibliographic databases, beginning

with a user-defined problem and appropriate search strategies. The goal of an LBD

system should be to stimulate human creativity in order to produce a plausible and

testable hypothesis stated in a form suitable for publication in the subject field stud-

ied, where it is then open to testing, criticism, review, and stimulation of further

research.

7.1 Postscript: A Warning About Consequences

In connection with a procedure very like LBD, a serious adverse effect has been

predicted:

“...some day the piecing together of dissociated knowledge will open up such terrifying
vistas of reality,...that we shall either go mad from the revelation or flee from the deadly
light into the peace and safety of a new dark age.” – Lovecraft [1, 4].

Acknowledgements I thank Neil Smalheiser for valuable suggestions.
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The Place of Literature-Based Discovery
in Contemporary Scientific Practice

Neil R. Smalheiser and Vetle I. Torvik

Abstract In this brief essay, we consider some of the lessons that we learned from

our experience working with the Arrowsmith consortium that may have implications

for the field of literature-based discovery (LBD) as a whole.

Keywords: Literature-based discovery · Informatics · Text mining · Hypothesis

generation

1 Introduction

For the past 5 years, the Arrowsmith consortium has developed a suite of web-

based informatics tools to assist biomedical investigators in making discoveries and

establishing collaborations. Researchers working in multi-disciplinary neuroscience

research groups have served as field testers, and feedback arising from their use of

the tools in their daily work has contributed crucially to the project. We have re-

cently described the evolution of the two-node search interface [1], discussed the

role of field testers in detail [2], and described a quantitative model for ranking

B-terms according to their likely relevance for linking two disparate sets of articles

in a meaningful manner [3]. These and other references are available for download

on the public UIC Arrowsmith website (http://arrowsmith.psych.uic.edu). Here, we

would like to consider some of the lessons that we learned that may have implica-

tions for the field of literature-based discovery (LBD) as a whole.

First, what is included in the term literature-based discovery? Most authors who

have used the term have referred to the so-called “one-node” or open-ended search,

in which a scientific problem is represented by a set of articles (or literature) that

discusses the problem, and the goal is to find some other (generally disjoint) set
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of articles containing information that can contribute to the solution of the prob-

lem [4–17]. The Arrowsmith consortium has focused primarily on the “two-node”

search, in which a scientist wishes to find or assess links that connect two different

sets of articles (again, generally disjoint and in different disciplines) [4, 18]. Don

Swanson has proposed the term “undiscovered public knowledge” to refer to the

overall process of assembling different bits of knowledge that are scattered across

different literatures into a novel hypothesis [19]. Smalheiser has published numer-

ous examples that fall more specifically into the category of “gap analysis” – that is,

not so much proposing new solutions to an existing problem, but rather identifying

new and potentially important scientific problems that no one seems to be study-

ing or even noticing, either because they fall in the cracks between disciplines or for

other sociological reasons [20–24]. Some LBD analyses consider discrete problems,

e.g., dietary restriction in aging [25], whereas other analyses comprise more global

analyses of entire disciplines, e.g., fullerene research [26]. Some studies make “in-

cremental” predictions such as expanding the list of diseases that can be treated by

a given drug [14], whereas some analyses find connections between disparate disci-

plines (e.g., gene therapy vs. bioterrorism) that have few articles or practitioners in

common [23].

Regardless of the particular type or flavor of LBD that is pursued by different

individuals, all share a more ambitious agenda than simply to extract or process

the information present in a given text. If much of the research in “text mining”

seeks to identify relationships that are explicitly stated, then LBD goes further to

identify relationships that are implicitly stated – and not within a single document,

but across multiple documents. This is a form of “data mining,” but most data mining

seeks to identify valid relationships within the data, whether or not they have ever

been observed previously. In contrast, LBD practitioners have tended to focus on a

search for relationships that are entirely novel, never noticed and perhaps never even

speculated upon by scientists previously. Thus, the LBD field has set its sights on a

very high, perhaps an impossibly high standard: true, novel, un-noticed, non-trivial

(and generally cross-disciplinary) scientific discoveries.

2 A Case Study

We recently published a bioinformatics analysis predicting that certain genomic re-

peat elements within human mRNAs, the so-called MIR/LINE-2 repeats, are likely

to serve as targets of the small trans-acting noncoding antisense RNA family known

as microRNAs [27]. This raised the question whether other repeat elements may

also serve as microRNA targets. Because Alu elements are the most common re-

peats expressed within mRNAs, we focused on these and found that a family of

microRNAs do, indeed, appear to target Alu-containing mRNA transcripts [28]. To

look for other types of biological relationship(s) we carried out a two-node search

between microRNAs and Alu: The microRNA literature consisted of 970 articles,

Alu had 2,945, and the intersection was empty (Fig. 1). A total of 1,428 title words
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Fig. 1 Screenshot of the two-node search output for the example “microRNA vs. Alu”, showing
the most highly ranked B-terms

and phrases were in common to the two literatures (B-terms), and these were ranked

according to a quantitative model that predicts the terms that are most likely to

represent meaningful links across literatures [3]. We examined the top-ranked 100

B-terms, of which the following terms warrant discussion here:

#6, RNA editing. Alu repeats are highly edited, particularly within introns of

unprocessed mRNAs. As well, some microRNA precursors have been shown to

be edited. Finally, extensive RNA editing of a transcript inhibits its ability to be

degraded via RNA interference, a pathway of RNA control that overlaps with the

microRNA pathway.

#10, RNA secondary structure. MicroRNA precursors are characterized by a dis-

tinctive hairpin stem-loop structure. Alu repeats also express one or two hairpin

loops. This raises the possibility, for example, that they might both bind proteins

that recognize hairpin structures.

#25, differentiation HL-60 cell. It has been shown that certain microRNAs change

their expression during differentiation of HL-60 cells. Separately, a set of transcripts

that show significant changes in their subcellular localization and translation during

differentiation were found to contain Alu sequences. Could this be a sign that certain

microRNAs are targeting Alu sequences within these transcripts?

#33, RNA binding protein. MicroRNAs have been reported to associate with

FMRP, a RNA binding protein that has an important role in synaptic plasticity. As

well, both the Alu-derived small RNA BC200, and the tRNA-derived small RNA
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BC1, have been reported to associate with FMRP. On the other hand, cytoplasmic

Alu transcripts associate with SRP9/14 and with La/SS-B, which have not been im-

plicated in any microRNA pathways so far.

#54, antisense RNA. MicroRNAs are thought to bind to target sequences within

the 3′-UTR of mRNAs. A report in the Russian literature suggested that certain ribo-

protein complexes containing noncoding Alu transcripts may downregulate mRNAs

containing Alu elements in the opposite orientation [29] (Fig. 2). If so, this would

suggest that inducible Alu transcripts bind certain mRNAs and might be function-

ally similar to microRNAs (which had not been described in mammalian cells at the

time that these papers were published).

The link regarding antisense RNA was particularly intriguing because it pointed

to a published series of articles that arguably have gained increasing plausibility

and significance in light of the subsequent discovery of RNA interference and of

microRNAs. As Don Swanson has said (personal communication), identifying ne-

glected articles worth a second look is a kind of literature-based discovery too!

Certainly without carrying out a two-node search we would not have noticed the

possibility that cytoplasmic Alu transcripts may bind to Alu-containing mRNAs and

regulate their expression via pathways that may be related to RNA interference. This

paper [29] and its implications appear to have been neglected despite its indexing in

MEDLINE. For example, after our paper was published, Daskalova et al. [30] dis-

cussed the possibility that cytoplasmic Alu transcripts may bind to Alu-containing

mRNAs, without citing any prior literature on this question.

Fig. 2 Screenshot of an AB title juxtaposed to BC titles for the B-term “antisense RNA”
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What is the next step? Don Swanson has proposed that a LBD finding can be

considered at least partially successful if it leads to publication of a hypothesis pa-

per in the peer-reviewed literature [31]. In the past, we have published individual

LBD predictions as short notes in biomedical journals (see references listed in

http://arrowsmith.psych.uic.edu). After about a dozen examples had been published,

we felt that we had made the point sufficiently that Arrowsmith does assist inves-

tigators in generating and assessing hypotheses (another dozen examples of LBD

findings were included in a recent description of Arrowsmith field tester behav-

ior [2]). However, publishing papers is not a speedy, and not necessarily an effi-

cient, mechanism for motivating other scientists to test a given hypothesis. For two

hypotheses we attempted to alert investigators directly via email, but have either re-

ceived no reply or short, rather dismissive responses. In principle we could arrange

to test the “cytoplasmic Alu transcripts regulating mRNAs” hypothesis ourselves

in the laboratory, but these experiments are neither covered by existing grants nor

would obviously lead to the writing of any new grant proposals. Despite being plau-

sible, the hypothesis remains an Orphan in search of a Daddy Warbucks.

The moral? One should not assess the value of a LBD prediction according to

whether it is tested experimentally, since many pragmatic and (from the LBD view-

point) irrelevant factors affect whether one is able to carry out an experimental

test. As well, LBD is based on an analysis of the structure of the scientific liter-

ature, which reflects human activity and does NOT necessarily reflect the structure

of nature – so for better or worse, one should not assess the value of LBD predictions

according to whether they eventually turn out to be true after all.

3 Re-defining Success in LBD

This case is not necessarily a tragedy: After all, most hypotheses do not survive

scientific scrutiny, and most are not even important enough to test at all. Yet the

LBD field has defined its own success in terms of whether the hypotheses generated

by LBD searches are not only truly novel and significant, but whether they have

been tested by others, and whether they were validated experimentally. Given that

most people who are involved with LBD do not have laboratory facilities available

to test their own hypotheses, this definition of success is almost impossibly high to

fulfill, and orders of magnitude beyond what is expected for any traditional search

engine or IR strategy.

Let’s look again at the case study in terms of what it did right: This two-node

search was natural to formulate in the course of ongoing studies of microRNAs and

Alu elements. It took seconds to enter the query, less than a minute to return the

ranked B-list, and about a half-hour to examine 100 top ranked B-terms for titles

and abstracts of the interesting papers. Thus, it did not require a large commitment

of time and energy to examine, and could readily be integrated into normal work-

flow. The search returned non-trivial links between microRNAs and Alu elements.

Although we were aware of some of these links already (and were discussed in [28]),
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a different person doing this search might have learned new information. Finally,

the search readily identified testable and truly inter-disciplinary links between two

different disparate literatures, i.e., between the microRNA field and the Alu field.

This suggests that the scope of LBD might be expanded to embrace the full

continuum of information that can be retrieved from searches, from retrieval of

explicitly stated information, to retrieval of implicit links, to truly novel hypothe-

ses. Similarly, we have found that the actual information-seeking activities of field

testers have completely blurred what (to an information scientist) are clear and fun-

damental distinctions between simple fact-finding, browsing a new literature, and

carrying out one and two-node searches [2]. It should not be a surprise that end-users

envision cultural products differently than do the developers – millions of people use

Google without knowing how the search engine works, and billions of people enjoy

music without knowing the rudiments of music theory. If LBD tools are to become

popular as well, they need to be usable by people who do not know how they work.

It is appropriate for the developers of LBD tools to focus on the procedural aspects

and formal methodology of one-node and two-node search strategies, but to the

end-users, LBD searches should appear to be simple extensions of simple PubMed

searches. And, just as the end-users have blurred the distinctions between different

types of information-seeking activities, so might the LBD field benefit from inte-

grating LBD tools with other informatics resources, so that LBD comprises only

one part of a larger multi-purpose tool kit. From this standpoint, success is not mea-

sured in terms of number of discoveries made, but in how many end-users utilize a

given tool and how often.

4 Gold Standards

Within the community of LBD tool developers, perhaps the biggest stumbling-block

to progress has been the lack of an adequate corpus of validated searches that can be

utilized as gold standards. Among one-node searches, only two examples have been

employed by other groups as gold standards: the Swanson studies of magnesium and

migraine [32] and fish oil and Raynaud’s phenomenon [33]. We initially felt that it

would be impossible to create gold standards in the case of two-node searches, since

given a single query (a single pair of literatures), different users might be looking for

entirely different types of information. However, in the course of analyzing the two-

node searches conducted by field testers, we realized two things: First, once we no

longer insisted that LBD searches must predict entirely novel, untested hypotheses,

it was relatively easy to ask field testers to score B-terms as relevant or non-relevant.

For example, given two literatures concerning specific diseases, we could ask them

to identify B-terms that correspond to surgical interventions that are performed in

both diseases [2, 3]. Second, we found that B-terms that were marked as useful,

interesting or relevant shared certain generic features across many different searches

that distinguished them from terms that were marked as non-relevant. Thus, we were

able to create manually a corpus of (currently six) diverse gold standard two-node
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searches, which have been employed for quantitative modeling [3] and implemented

on the Arrowsmith website to rank the terms displayed on the B-list.

As well, we devised a means of creating new gold standard two-node searches

and sets of “relevant” B-terms automatically, using a series of 20 templated TREC

2005 Genomics Track queries (http://trec.nist.gov/data/t14 genomics.html) asking

for information describing the role(s) of a gene involved in a disease, or describing

the role of a gene in a specific biological process. As part of TREC, each query was

searched within a biomedical text collection representing a subset of MEDLINE,

and a group of judges decided which articles were relevant to the query. We regarded

the articles marked as relevant by TREC judges as “gold standards” for each query,

and extracted all terms in the titles of these papers. The terms were filtered through a

stoplist to remove many of the “uninteresting” terms, and the remaining terms were

regarded as capturing some of the known, explicit information on each query. Next,

we associated each query with a two-node search in which we formulated literature

A = the gene name and literature C = the disease or biological process [removing

any articles that mention both A and C]. The explicit title terms taken from the

gold standard articles in the TREC queries serve the same function for evaluation as

does the field-tester marked relevant B-terms in our own six gold standard queries

[3]. We suggest that new gold standard searches can be deliberately and perhaps

automatically set up for one-node searches as well. For example, in an earlier study

of the potential development of viruses as biological weapons, we employed a list

of viruses compiled by military experts as a gold standard [34]. One could also

follow the lead of one of the Arrowsmith field testers, Ramin Homayouni, who used

a set of five genes already known to be part of the reelin signaling pathway as gold

standards, and applied a LBD model to a larger list of candidate genes in order to

identify genes that are likely to be part of the reelin signaling pathway, even though

they do not co-occur in any paper mentioning reelin [35]. This approach makes

the admittedly uncertain assumption that the features of known and unknown reelin

pathway genes will be similar, but this is a limitation that applies more or less to all

gold standards (i.e., the assumption that new instances will be similar to the older

ones, as far as their scored features).

From this perspective, it should be an easy process to generate gold standards for

one-node searches, as long as two points are kept in mind. First, one must remem-

ber that LBD is attempting to model the structure of the scientific literature, not of

nature, so making a list derived directly from experimental results, e.g. microarray

data, does not suffice to construct a gold standard. Second, one must distinguish

LBD systems that make “incremental” predictions from those that attempt to make

more radical, cross-disciplinary predictions. Predicting new genes that interact with

reelin is an example of the former case. Here, the LBD system merely needs to com-

pare the features associated with a new example against a panel of known positive

and negative examples, and identify those that are overall most similar to known

examples. In contrast, cross-disciplinary LBD seeks to relate literatures that may

appear to have little or nothing in common. The relevant measure is COMPLE-

MENTARITY, rather than SIMILARITY, since a particular item or concept may

link two literatures meaningfully even if it is not prominent in either literature.
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Re-defining success in LBD also leads us to re-assess the dichotomy that has been

stated as existing between computer-generated and computer-assisted discovery

tools. Certainly, we are interested in discoveries that are made by people, not by

computers [4] – and yet we have found that B-terms can be automatically ranked in

terms of the likelihood that one or more users will find them to be “useful” or “in-

teresting” [3]. Evidently during data mining some nuggets can be seen to be shinier

than others, and the computer can present these to the user for further inspection.

Actually, the problem is not so much that computers are limited in their ability to

predict new discoveries, as that individual scientists vary so widely in their interests

and intuitions. It is virtually impossible for any group of scientists to reach con-

sensus in deciding whether a truly novel hypothesis is promising and significant to

follow up!

5 Concluding Remarks

If jazz is a sophisticated, intricate form of expression appreciated by the cognescenti,

then LBD may be the jazz of informatics. However, jazz enthusiasts probably do

not care whether the music they listen to is popular or not, whereas LBD tools

were designed for working scientists and our shared goal is to make them both

useful and easy to use. Our experiences with the Arrowsmith two-node search have

suggested lessons that, we believe, should apply generally to other LBD projects.

Most importantly, in LBD, as in jazz, we will best succeed when our different voices

and instruments harmonize together.
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The Tip of the Iceberg: The Quest
for Innovation at the Base of the Pyramid

M.D. Gordon and N.F. Awad

Abstract Much of the world in Asia, Latin America, and Africa is at an early stage

of economic development similar to what the United States and other developed

countries experienced many decades ago. Yet, much as their needs for hard and

soft infrastructure, effective business practices, and an educated workforce parallel

similar needs that underlay earlier development in the West, replicating Western

development would overlook the hallmarks of the current century: widely available

information and communications technology; a set of electronic linkages among

the world; and a global business environment, to name just a few. Consequently,

it should be possible to allow developing countries to use “leapfrog” technologies

that were inconceivable decades ago to support their development. One means of

identifying these opportunities is by matching traditional development needs with

novel support by connecting previously unrelated literatures.

Equally interesting, the poor in many regions are compelled to seek innovative

solutions that extend their resources and otherwise make their lives easier. These

can include truly surprising hybrids (like washing machine – bicycles) that serve

distinct local needs. Yet, these innovations have the potential to be of great value in

West, either through direct commercialization or serving as a source of inspiration.

These developing world innovations, too, can be linked to currently unrecognized

needs or opportunities in the West by proper cross-fertilization. Again, literature-

based methods may be an effective means to discover mutual benefits linking the

developing and developed worlds.
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1 The Base of the Pyramid and Innovation

The economic base (or bottom) of the pyramid represents the two to five billion

people living lives at or barely above the poverty level. The description comes from

imagining the world’s population divided into strata according to personal income,

and then layering these strata one upon the other, the lowest income at the bottom.

The resulting shape would be something like a pyramid, with vast numbers of the

world’s population living at its base. As Prahalad and Hart [28] point out in their

article, “The Fortune at the Bottom of the Pyramid,” approximately four billion of

the six billion people on the planet live on $4 a day or less (calculated in terms of

PPP, purchasing power parity, meaning what $4 would buy in the U.S.). Of these,

several billion live on less than $2 or even $1 per day. An additional 1.5 to nearly 2

billion people live on incomes above $4 daily, but still less than $20,000 annually.

Finally, there are a few hundred million people living on annual incomes above

$20,000. The bulk of the very poor live in India (population, 1.1 billion), China (1.3

billion), and Africa/Latin America & Caribbean (0.85 billion).

The problems facing the poor are those that too naturally flow from living on such

low incomes. Health problems are magnified because of inadequate healthcare facil-

ities or the poor’s inability to afford the healthcare that is available. These medical

problems include many preventable and treatable diseases, such as malaria, a debil-

itating and often deadly affliction for millions. Similarly, sanitation and housing are

normally not of a standard to support a healthy life. Lack of adequate educational

opportunities are among the other deficits the poor encounter.

Many approaches have been suggested for providing better economic opportu-

nity for those with such little means1. For over a half century, governments in the

developed world and institutions such as The World Bank, International Monetary

Fund, and other multilateral institutions and charities have offered financial and

other support. Despite the failure of these efforts to eliminate or even deeply dent

poverty, ambitious new efforts for directing and administering aid have been of-

fered. The Millennium Villages Project in Africa, championed by Jeffrey Sachs,

aims to provide an integrated set of scientific and economic remedies to lift people

out of poverty [23]. Lodge and Wilson [22] propose the establishment of a perma-

nent partnership among key MNCs, aid agencies, and NGOs to help define a series

of economic and development projects and the right actors to carry them out in

specific parts of the world [22].

An approach that has captured the public imagination is using the capabilities of

business to sell to and build businesses supporting job and business creation at the

bottom of the pyramid ([28]; Prahalad 2005; Hart 2005). In aggregate the wealth

of the poor is staggering, because of their sheer numbers. And they are a source of

energetic, innovative energy, if only it can be tapped. As Prahalad opens his book:

1 No one has suggested using the literature based discovery techniques for assistance. Showing
how this may be done is at the heart of this paper.
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If we stop thinking of the poor as victims or as a burden and start recognizing them as
resilient and creative entrepreneurs and value-conscious consumers, a whole new world of
opportunity will open up. Four billion poor can be the engine of the next round of global
trade and prosperity. . . [and] a source of innovations.

A key point in Prahalad’s thinking is occasionally overlooked or misstated. He

believes that a business ecosystem, with multinational companies playing a central

“nodal” role, will help unleash the entrepreneurial spirit of the poor. They will sense

the opportunity to provide and improve products or services, and with an infrastruc-

ture in place, will take advantage of the opportunity and do so.

A stronger version of these sentiments is offered by Professor Anil Gupta, of the

Indian Institute of Management, Ahmedabad. The rural poor represent the “tip of

the (economic) iceberg”: what you see hides what lies beneath – enormous poten-

tial to produce, a tremendous storehouse of innovation and creativity. Why? Simply

because the poor understand their needs and have found innovative ways to meet

them with the limited resources at their disposal. One of the definitions of inno-

vation captures the essence of why the poor offer tremendous innovation potential:

“(Innovation is) a mindset, a pervasive attitude, or a way of thinking focused beyond

the present into the future” [20].

Gupta has established social systems for scouring the rural countryside to identify

individuals with innovative, generative capacity. By means of these shodh yatras, or

journeys of discovery, he has identified tens of thousands of rural innovations and

applications of indigenous knowledge. Innovations range in size, scope, applica-

tion, and degree of sophistication. Many involve applications of local knowledge

for veterinary or human purposes, crop protection etc. Others involve technologies

for heating, refrigeration, communication, and farming.

Interestingly, the bulk of innovation occurs in one specific rural area of India,

the state of Gujarat. With limited local assets and access to external resources

(finance, technology, information), rural communities face significant livelihood

challenges. Communities derive goods and services from five types of assets:

(1) natural, (2) social, (3) human, (4) physical, and (5) financial [7]. In rural com-

munities, due to a shortage of other assets, the key resource available for the poor

is social capital; communities must work together for the sake of their livelihood

[11, 12, 19, 30, 37]. In vulnerable and marginal communities, the need for innova-

tion is imperative [8]. The locus of rural innovation in India, therefore, occurs in an

area where significant social capital has been developed, both within the community

and, to a degree, with the surrounding business community that represents outside

innovations. A handful of products have been patented, beginning their climb from

local to potentially broader application, with the resulting possibilities of generating

income for their inventor and local job creation as well. A small number of institu-

tions in India developed by Gupta and others support the conversion of innovation

into marketable product.

A stylized flow diagram captures some of the necessary transformations that

must occur for an innovation to reach its potential impact. The flow diagram is

aligned with source-based stage models of innovation that flow from idea inception
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to final product, with the person who initiates the new idea, the innovator, being the

source [1, 17, 36, 40]. Based on a legitimate local need, an idea arises to address it.

(Indeed a network of innovators may incorporate suggestions from each other, adopt

each others’ ideas, and otherwise support each other, therefore utilizing their so-

cial capital.) At the stage of invention, the right (local resources) must be obtained

along, possibly, with necessary tooling to produce a series of ever-refined, ever-

informative prototypes. In certain innovations, such as using Teflon coatings for

clay pots, experiments may rapidly determine the best course of action (the best

means of application of liquid Teflon and the amount to apply). More compli-

cated innovations may require months or years of experimentation and many widely

varying product designs. Naturally, user trials and acceptance and other forms of

technical feedback are fed into the prototyping process. Once ready for use, the

innovation faces the challenges of the market. These certainly include but are not

limited to considerations such as manufacturing, distribution, marketing, etc. Legal,

policy, and other societal considerations may also be key in assuring commercial

success.

Need ImpactCommerceTrialInventIdea

Network 

Innovations based on using local plants for medicinal or other beneficial means is

a bit different. There have long been local uses for plants and herbs. But skepticism,

secrecy, and indifference have sometimes caused the usage of extremely effective

plants and herbs to be overlooked as a means of providing benefits to large numbers

of people. For instance, one of the drugs currently part of the modern armamentar-

ium for combatting malaria is artemisinin. The Chinese have used sweet wormwood

(artemisia annua L.), from which artemisinin is extracted, for at least a century for

its medicinal uses (including to combat malaria the last several decades). Ninety

percent effective in combination with other drugs, and endorsed by the World Trade

Organization, the beneficial effects of wormwood escaped the attention of the West

until recently. Now, intensive efforts are under way to produce and extract sufficient

quantities using modern practices to provide artemisinin based therapy widely. Such

a flow of awareness is aligned with user-based stage models of innovation, which

are based on the perspective of the user, rather than the innovator, and follow the
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innovation process from the user’s awareness to the incorporation of the innova-

tion into the user’s behavioral routines [3,25,36,39]. Increasingly, local innovations

from rural communities are being acknowledged by a global set of users. Tradi-

tional (indigenous) knowledge is being recognized for an increasing number of uses

in addition to human and animal healthcare. Among them are: supporting pest con-

trol, crop diversity, soil conservation, and water management.

In the cases of both the invention of physical goods at the base of the pyra-

mid (mechanical devices, electronic devices, etc.) and the application of indigenous

knowledge, there is great potential for finding broader acceptance or even new appli-

cations. One possible means for doing so is through connections to companies and

organizations in the West. A Western business, for instance, can provide support

at any stage of the value chain. Conversely, the new ideas flowing from the inno-

vators may provide opportunities for the Western companies to fulfill unanswered

needs of their customers, or to develop novel offerings based on inspiration from

rural innovators. A resulting innovation may consequently be improved in terms of

the features it contains, the materials it uses, or its manufacturability. The result-

ing price: performance ratios can be dramatically altered, as in these cases in India:

making and fitting of prosthetic limbs and performing eye and heart surgeries, where

the cost advantages are 40, 50, and 200 times, respectively. For performance compa-

rable to the highest Western standards. Western firms can be instrumental in helping

translate these advantages to broad markets, worldwide.

We can begin to understand the possible mutual benefits of Indian innovators

working with Western institutions by looking at how innovations may fail to be-

come widely adopted commercially. An innovation that truly meets a local need may

suffer in its journey towards commercial application at different stages. Funding,

technical expertise, or certain design principles may be lacking during the creation

of a series of prototypes. Initial trials may be thwarted by the lack of funds or other

resources for manufacturing, distributing, or testing. Trials may indicate the need

for product enhancements, for which additional resources are required but lacking.

Successful local trials that indicate market acceptance benefit from expertise in and

possible partnerships in sales, marketing, distribution, licensing, and securing ap-

propriate intellectual property rights (an issue that is especially crucial where local,

indigenous knowledge may be threatened by outside commercial interests). Again,

resources in the form of capital, knowledge, and overall support for business execu-

tion will all be required for an innovation to gain significant traction.

Using networks of resources to foster the innovation process has been discussed

in various literatures, including: innovation [13, 31], sociology of science [21], and

sociology of economic institutions [26]. Networks facilitate the ability to transmit

and learn new knowledge and skills [26]. Accordingly, innovation is increasingly

fostered through networks of learning that involve various entities and organiza-

tions [27]. One such example of a successful network of innovation is open-source

software development [5, 41]. However, developing a network does not relieve the

need for the local innovation participants to be capable and innovative, nor does it

eliminate the importance of Western institutions providing necessary resources for
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execution. Rather, it merges the two [2,24]. We examine several innovation networks

in the context of the base of the pyramid and literature-based discovery towards the

end of the paper.

2 Disruptive Technologies

In the mid twentieth century, Schumpeter [32] coined the phrased “creative destruc-

tion.” With parallels to biological adaptation, creative destruction seeks ever better

adapted forms of business and industry, at once creating new value but destroying in-

cumbent firms and industries. Firms seeking to grow their markets can be trapped by

the expectations of the their customers, their own relentless drive to improve their

existing products (though in incremental ways), and management and accounting

systems that are ill-suited to establishing and funding market-place experiments.

Small, hungry firms, on the other hand, can much more easily introduce products

that people in the developing world would hunger for but that would accurately be

perceived as sub-standard in the developed world. For instance, Christensen and

Hart [9] and Christensen et al. [10] talk about extremely low cost ($3,000) mini-

vehicles in China (GM participated in this joint venture) and other “disruptive tech-

nologies” like stripped down microwaves. These, though, still fail to address markets

at the true bottom of the pyramid. In contrast, disruptive communications technolo-

gies like n-Logue’s wireless, broadband (in India); Grameen’s (Bangladesh) dis-

ruptive service model for providing cellular service; and solar photovoltaic, wind,

fuel-cell, and micro-turbine power generation (across the developing world) cur-

rently provide solutions to the real problems and needs of the poorest of the poor. It

is easy to understand that these technologies only address the needs of the poor. Who

in the West, for instance, wants intermittent, relatively expensive, limited electrical

power? Yet, as such technology takes root in the developing world – where it is truly

welcome since it far surpasses alternatives on these dimensions – its quality, perfor-

mance, and price will all improve. Such perfected disruptions make them formidable

candidates for moving cross- or up-market to compete with long-entrenched tech-

nologies that can begin to appear outdated.

Writing in Seeing Differently: Insights on Innovation, Bower and Christensen [4]

summarize the qualities of disruptive innovations. The technologies do not meet

current Western needs along one or several important performance dimensions. But,

over a relatively short period of time, as they are widely trialed and adopted, they

will dramatically improve to the point where they can successfully invade mature,

existing markets. For Western firms not to be caught off guard and miss out on these

advances, they advise them to avoid their traditional channels in gauging these new

markets and, rather, to let other, nimbler organizations conduct experiments but to

monitor them closely.

The development of disruptive technologies is supported by the trend towards de-

mocratizing [41] and distributing innovation. Web sites such as digitaldividen.org,

nextbillion.net, and thinkcylce.com foster open access and collaboration directed at

innovation. Such communities are sponsored by non-profits, academic institutions,
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and for-profits. Each uses information-technology to support social connectedness,

collaboration, and innovation across various communities, including those commu-

nities that are underserved. We suggest supporting these innovation communities in

a new way through literature-based discovery.

3 Application of Literature Based Discovery

With proper linkages, the ingenuity, creativity, and resourcefulness of rural innova-

tors can be joined with the business, financial, and engineering muscle of the West.

Both sides can benefit. Though other means of forging such linkages are, of course,

possible, we suggest that literature based discovery may play a productive role in

forging them.

A few years ago, Gordon et al. [15] discussed several modifications to literature

based discovery as it is currently practiced. To begin with we suggested that litera-

tures other than MEDLINE were appropriate starting points, the advantages of the

uniformity and careful indexing of MEDLINE notwithstanding. The same (over-)

specialization that makes it difficult to connect ideas within medicine suggests that

there are missed connections and missed opportunities in other areas of applica-

tion. These likely occur far more often than we suspect, primarily because it is hard

to know what you’re not seeing when you’re not seeing it. Historically, the wide-

spread adoption and uses of the telephone, movie projector, mainframe computer,

and the Internet were all overlooked or missed entirely by individuals and com-

panies that should have been in position to know. For example, in the biomedical

arena, Richard DiMarchi, Vice President for Endocrine Research at Eli Lilly and

Company, emphasized that the biggest mistake his company could make in manag-

ing research alliances was to treat them as “one-offs” – independent relationships

pursued separately [27] – rather than see the continuing potential for innovation.

Gordon et al. went on to suggest that the “direction” of literature-based discovery

could be turned around. Vos [42] argued that drugs produce a set of effects, some

wanted and others initially viewed as negative “side effects.” Yet, these side effects

can produce blockbuster drugs. The drug minoxidil, developed for hypertension,

became the baldness drug Rogaine. Sildenafil citrate was an unpromising drug for

alleviating chest pains that has had far more success as Viagra. Weeber et al. [43]

proposed a literature based discovery support architecture based on Swanson’s [34]

pioneering efforts that could be used for matching the “side effects” of drugs with

conditions where these effects would be wanted.

We suggested inverting the disease-cure trajectory that Swanson had initially pro-

posed and applying it to find new applications for technology in any discipline, not

just medicine. In a series of experiments on the World Wide Web, we demonstrated

how what we called extension was possible in the area of computer science. The

figures below (adapted from Gordon et al. (2002)) show the flow of “traditional”

literature based discovery and extension, respectively. It is interesting to note that

“traditional” literature based discovery is aligned with source-based models of
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innovation, which start with an innovator addressing a problem. Literature-based

discovery using extension corresponds with user-based models of innovation, which

start with user awareness of a new application or innovation.

a

Starting point
(Problem)

b c

Discovery
(Technology)  

Intermediate
Literature

Flow of Traditional Literature-Based Discovery

a

Discovery
(New Application)

Intermediate Literature
(Side Effects)

b c

Starting point
(Existing technology)

Flow of Extension in Literature-Based Discovery

We made two other observations in Gordon et al. [15] that we also feel apply

to linking the West and rural innovators in India. One, the process of analyzing a

literature can be abbreviated. We suggested that an intermediate, B, literature, can be

chosen without first analyzing the starting literature. It could be done on the basis of

a researcher’s prior knowledge or even her hunch about which subsequent analysis

would be most profitable. We will take a position in the current paper that is similar

to this. Two, absolute novelty is not the only objective of literature-based discovery.

Finding connections that are new to the investigator can be equally important –

especially in commercial settings. That position, too, will apply to the current work.

Let us now consider in a conceptual sense how literature-based discovery might

link Western, commercial interests with innovations at the base of the pyramid.

We will suggest that West–South linkages may serve both as a source of new ideas

for Western firms and as a means by which the skills and talents in the West pro-

vide advantage for the developing world. Already, Western companies realize that

to compete they must innovate; and to innovate they must begin to throw out the

rule book. Teece [35] argued that the rise in cooperative innovations has shifted

the innovation process to make it more distributed, such that fewer organizations

are truly able to innovate by operating on their own. Large companies have begun to

form internal divisions with responsibilities for identifying and selecting appropriate
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innovations from around the world. Procter & Gamble incorporates a strategy it calls

“Connect and Develop,” through which it hopes that at least half of its new prod-

ucts are invented outside the company. The concepts from the open-source software

development community guide P&G’s and other firms’ efforts: There are many tal-

ented people around the world, with lots of knowledge and complementary aims

and ambitions. It is foolish to think you can top this by relying exclusively on the

resources within your own firm.

To identify these new ideas, companies send innovation scouts around the world,

typically to research labs, start-ups, scientific conferences and other well-understood

avenues for exploring innovation. Yet the base of the pyramid offers vast untapped

potential for companies to identify more disruptive technologies. Databases estab-

lished to support rural innovation catalog over 30,000 herbs and plants used locally

in human and veterinary medicine, pest control, land conservation, etc. Mechanical

and other man-made rural innovations are catalogued separately. On the one hand,

Western firms with access to these databases can search for ideas that extend their

portfolios. Such databases are examples of objects that forge connections among

actors collaborating across an innovation network [6, 21]. Objects that mediate the

relationships among actors are important for fostering innovation [33]. They include

standards [14], platforms [18], and databases [41]. Web sites supporting community

are emerging as new mediation forms between objects. These websites can connect

potential innovation collaborators across the globe.

The National Register of Grassroots Innovation lists as available for commercial-

ization two novel uses for motorcycles. One transformed a popular line of motor-

cycles, Bullet motorcycles, into a low cost device for tilling and cultivating small

farms. By temporarily converting a motorcycle into a three-wheeled device with a

rear “toolbar” and making various mechanical modifications to its engine and dif-

ferential, small, poor farmers have the ability to farm with greater productivity and

reliability than relying on livestock to pull plows. A separate innovation involves

using motorcycles for spraying fields. Using inexpensive materials, the sprayer taps

the motorcycle engine to create pressure that is used to spray insecticide.

How might literature-based discovery support the discovery of new applica-

tions from base of the pyramid innovations? Let us think about literature-based

discovery a moment from a conceptual perspective, overlooking the details of any

algorithms used for implementation. The process has two phases: abstracting, then

re-contextualizing. Using lexical statistics to highlight what Raynaud’s is about is

a way to view the condition more abstractly. Establishing that fish-oil accounts for

many of these features re-contextualizes them. Similarly, creating a drug profile and

then matching it to a new disease profile, abstracts and then re-conceptualizes the

description of a drug.

As we have suggested, it is not always necessary to begin literature-based dis-

covery by examining a set of documents (as is done, say, by accumulating all the

Raynaud’s documents for analysis). We may be able to abstract the situation from

even a single source document.

How might a manufacturer of motorcycles take advantage of literature-based

discoveries to create entirely new products, even new markets? In examining a
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description of the Bullet tractor, new designs might suggest themselves, and thus

new products. Using pure intellect, search engines, an online thesaurus, or another

type of tool for seeing conceptual relationships, any of the following physical re-

designs that address various usage scenarios might suggest themselves:

• Substituting different kinds of vehicles for the motorcycle, including vehicles as

different as handheld snow blowers, jet skis, etc.

• Finding different types of blades, possibly for mulching soil or helping pull lily

pads from the swimming area of a beach.

• Developing other forms of hybrids, similarly to the way that road bicycles can

swap out a wheel to become mounted exercises bikes.

But design changes need not be physical at all. For instance, the National Register

of Innovation also includes an automatic spray pump for delivering insecticides. As

the text of the description indicates, the spray is emitted by a special kind of sandal

that creates pressure to operate a pump, thus eliminating the need for any kind of

hand winding and making the delivery of insecticide convenient for someone who

is walking over a small area. It is also far less hazardous than other forms of crank-

operated sprayers. (See Fig. 1.) With only a little imagination and a focus on various

potential new users, one can think of new uses for this innovation: a jogging shoe

that keeps you cool either by spraying you with a mist or fanning you as you move;

or a shoe (with a switch) that emit a loud sound (air pressure) either to scare animals

(dogs while jogging; bears while hiking) or even to attract attention (lost child?).

Another innovation in the National Register is a remote cell phone-based starter

that a farmer can use to turn on or off various pieces of machinery (irrigation pumps,

etc.), sometimes on short notice, on a farm that can be a good hike away. Like

the modified insecticide sandal, this device can be re-conceptualized. While we are

beginning to hear talk of using computers to turn up your heat or turn on your

lights before you come home, those images are more a matter of future than current

technology. Yet, in rural India, this technology is close at hand for one who knows

how to read between the lines in the literature on innovation. In rural India, this

technology was produced out of necessity and, once published in the Register, the

idea becomes a public good. However, determining which additional applications

are the most appropriate private goods with the greatest market potential (a remote

car starter that can operate at a distance far greater than similar devices that interact

with a car’s starter via weak radio waves?) is a matter of business discovery.

4 Discovery: West to South

To this point we have considered innovations whose genesis was with rural innova-

tors in India, and whose broader application might be in more developed, Western

markets. We now briefly consider how this flow of innovation might be reversed:

using innovations in the West in contexts for which they were not originally in-

tended. In this case we can consider Western markets through source-based models

of innovation, and rural areas through user-based innovation models.
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Automatic spray pump for insecticides
Background
Parbatbhai has a natural aptitude towards working with machines and creating new gadgets to make life
easy. When he started earning enough to support has experiments first of all he made some modifications
in the engines of ‘Luna’ and ‘Bullet’ two wheelers and learnt about tractor repairing. His next project
was to develop a fuel-efficient submersible pump for drawing water from the wells. It took him three
and a half years to develop the pump. In this new device he has replaced the electric motor blow with a
hydraulic motor that runs on oil circulation. About 8 to 10 litres of crude oil for 24 hours is required to
run the motor.

Invention of the spray pump
Parbatbhai used to spray insecticide on cotton crop in his field. He soon realized the tiresome and dangerous
nature of the job of spraying of insecticides from the available pump. The pump required continuous
winding of the handle, which was a very tiresome job. Along with the danger of the liquid spilling and
harming the farmer was always there. Then, the cost of repairs was an additional burden on the farmer.
These discomforts made him think of developing a spray pump, which would be rid of such problems.

Construction of the pump
First he made a spray pump working on the jerks and swings crated by the farmer’s walking movements.
When the farmer walked carrying the tank on his back, his movements gave jerks to the tank and insec-
ticide was sprayed. But there was a practical problem. This pump was large and got very heavy. And if
the tank was of a smaller size the liquid did not create adequate pressure. More over, it was costly also.
Therefore it was not practically useful. Parbatbhai then chanced upon the invention quite accidentally.
While he was making a pump he found that the tank was leaking. The leakage could not be located even
after intense search. So he filled the tank with air using a foot pump. Whenthetankwasfullwatersprayed
out from the place of leakage. He got the insight he was waiting for to spray the pesticide using with air
pressure! Then he got the idea of using air sandals in the place of screw pumps and was successful.

This spray pump did not need any winding of handles to spray because the sprayer had to wear a special
kind of air sandals designed by Parbatbhai. These air sandals created air pressure, which got exerted on
the tank and sprayed the liquid outside. This saved time, energy and labour cost.

Utility of the pump:
There are a number of advantages of this pump, which are as follows:

Present Spray Pump Pump developed by Parbatbhai

1.Works only by winding of handle. 1. No need for wind a handle.

.2.Danger of insecticide spill. 2. Insecticide does not spill.

3.Winding of handle is a tiresome job. 3. This strain is not there in this pump.

4. Spray is formed by winding the handle. 4. Spray is formed by air pressure.

5. Needs repairing often. 5. Very little need of repairing.

6. Capacity 16 ltrs. 6. Capacity 16 Ltrs.

7. Weight 6 to 7 kgs. 7. Weight 2.5 to 3 kgs.

8. Needs replacement of washer 8. No washer at all.

9. One person can do one spray 9. One person can do two sprays.

10. One person can run only one line. 10. One person can run two separate lines.

11.Costs Less. 11. Cost is more compared to the type available in
the in the market.

12. Labour cost is more. 12. Labour cost is less.

13. Needs a mechanic for repairing. 13. An ordinary farmer can do the repairing.

14. Spare parts cost more. 14. Spare parts cost less.

15. Spare parts are available in town, cities only. 15. Spare parts are available in the villages also.

Use by other farmers:
Parbatbhai’s invention is not yet much known. He used this pump for the first time in his own field this
year. He wishes to let his invention spread to all parts of the country.

Future Planning:
Parbatbhai has decided to get a registered trademark for the pump, and then get it patented for wide
scale production. He wants to make a good quality item which rarely needs repairing and does not
create problems.

Fig. 1 Entry in Indian Innovation Database on sandals that spray insecticide
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Supported by different business models and having different technology formats,

various “literature” databases are potentially available to help move innovations

from the West to the South; these databases create interactions among knowledge

originating from diverse and previously disconnected sources [38]. InnoCentive,

a business begun by Eli Lilly, attempts to find “problem solvers” with solutions

for “problem seekers” and facilitates the transfer of intellectual property rights.

Covering areas such as chemistry, biology, and materials science, the potential of

this literature for supporting the needs of the developing world is apparent. The

commercial nature of the business may rule out its applicability for this purpose,

however. yet2.com operates somewhat similarly, considering itself a virtual technol-

ogy market for identifying, leveraging, and brokering deals surrounding intellectual

assets. As part of its massive efforts to create innovation networks through its Con-

nect + Develop program, Procter and Gamble uses yet2.com’s search technology

to allow others to take to market some of the 27,000 patented ideas it has but does

not intend to develop. Some of these it simply donates, receiving tax benefits but no

other compensation. One example of a technology that P&G holds that might sup-

port the developing world is a low-power electrolysis technology for disinfecting

a water supply. They suggest the technology is scalable, kills most pathogens, and

runs on a variety of power sources including batteries and solar. See Fig. 2.

Other business models are more readily applicable for making technology ac-

cessible to those in the developing world. OneWorld Health, a non-profit pharma-

ceutical company, finds discarded drugs that other organizations may be willing to

donate for new uses in the developing world, and then takes the drug through the

normal stages of drug research, screening, testing, and, ultimately, manufacturing

and screening. It then arranges for manufacturing in the developing world (to pro-

duce jobs) and ensures the drug’s distribution to those in need.

Electrolysis Cell Inexpensively Disinfects Water
All the world ultimately obtains its water from local, natural sources. Not even the best municipal
water system in the developed world, however, is 100% effective at killing and removing water’s
pathogens—and many parts of the world don’t have even that. This low-power electrolysis tech-
nology can disinfect a reservoir of water such as a storage tank or pool, or be placed in-line to the
water supply to kill the bacteria, viruses, parasites, protozoa, molds, and spores that find their way
into the water used for drinking, cooking, bathing, cleaning, and other personal uses. Scalable up
or down, the technology can run on current, batteries, or even on solar power. Efficient, effective,
and relatively inexpensive to manufacture and operate, the decontamination cell makes water safe.

Benefits Summary
• Disinfects water inexpensively. • Creates a dilute solution of mixed oxidants to disinfect water.
• Inexpensive to manufacture. • Inexpensive to operate. • Able to be packaged in many different
forms suitable for a variety of applications. more

Development Summary
Electrolysis cells have been created and produce mixed oxidants. A cell has been incorporated
into a spray bottle, where it runs on two AA batteries. more

IP Summary
This technology is supported by 2 US patents. more

Fig. 2 Water disinfectant listed on yet2.com
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The BiOS initiative also directly addresses the needs of the developing world.

Following an open source (OS) approach in biology (Bi), the initiative supports col-

laborative development of innovative biological technologies, providing open access

to patented and unpatented intellectual property to those traditionally shut out (such

as the public sector), while still protecting commercial rights from developing new

products. BiOS provides a set of tools, including a literature database providing

information about both technologies and patent/IP properties.

5 New Frontiers in Literature-Based Discovery

This article has suggested that innovators in rural India have ideas that may po-

tentially be brought to market with success if appropriate linkages with Western

organizations are established. Likewise, we have suggested that technologies in the

West have the potential to make significant differences in the lives of the poor. Inno-

vation networks in both the West and in rural India serve as a source of exchanging

ideas, technologies (and sometimes encouragement). These networks are virtual,

with all exchange being mediated electronically over the Internet. Almost all of the

information representing the content of these virtual networks is in the form of tex-

tual documents. Thus, there are literatures supporting innovation – but literatures

far different in size, uniformity, tagging, and searchability than is a collection like

MEDLINE.

This presents new research challenges. Key will be identifying the most appro-

priate kinds of search tools to uncover the unintended applications of, or modifica-

tions to, technologies. Search engines supporting two-stage retrieval from A- and

then B-literatures promote a type of analogical searching in customary literature-

based discovery. Additional tools are needed to support innovation discovery. There

is a need to generalize from a small number of textual descriptions so that an in-

novation’s potential value is not “obscured” by a precise description. From these

broadened descriptions, tools for finding appropriate new contexts would be useful

as well. One can imagine tools with certain resemblances to ARROWSMITH pro-

viding assistance in circumstances where one is seeking to understand more fully

potential connections betw een an innovation and a new context. The challenge is

to understand the nature of literature-based discovery in the context of linking West

and South, wealthy and poor, innovation and commerce – for the betterment of all.
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The ‘Open Discovery’ Challenge

Jonathan D. Wren

Abstract One of the most exciting goals of literature-based discovery is the in-

ference of new, previously undocumented relationships based upon an analysis of

known relationships. Human ability to read and assimilate scientific information

has long lagged the rate by which new information is produced, and the rapid ac-

cumulation of published literature has exacerbated this problem further. The idea

that a computer could begin to take over part of the hypothesis formation process

that has long been solely within the domain of human reason has been met with

both skepticism and excitement, both of which are fully merited. Conceptually, it

has already been demonstrated in several studies that a computational approach to

literature analysis can lead to the generation of novel and fruitful hypotheses. The

biggest barriers to progress in this field are technical in nature, dealing mostly with

the shortcomings that computers have relative to humans in understanding the na-

ture, importance and implications of relationships found in the literature. This chap-

ter will discuss where current efforts have brought us in solving the open-discovery

problem, and what barriers are limiting further progress.

1 Introduction

The amount of scientific literature is increasing exponentially,1 along with most

other databases in biomedicine, and there are far more papers published than any

individual could ever hope to read. Furthermore, within this vast literature are many

J.D. Wren
Arthritis & Immunology Department, Oklahoma Medical Research Foundation,
825 N.E. 13th Street, Room W313, Oklahoma City, Oklahoma 73104-5005, USA
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1 MEDLINE, for example, contained approximately 16 million records at the beginning of 2006,
and is growing at a rate of approximately 4%/year, which currently equates to over 2,000 papers
published per day.
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areas of research interest, more than any individual could ever hope to be aware

of, leading to increasing specialization of research focus. This narrowing of rel-

ative awareness has not been a barrier to progress, but one could argue that it

limits progress. In an age where data is generated faster than knowledge [2], it be-

comes increasingly important to be able to compile diverse sets of facts to identify

high-impact hypotheses [3, 4]. The increasing emphasis on funding and conducting

cross-disciplinary research and collaboration is, in part, a consequence of this ex-

pansion of information and necessary restriction of individual research focus. Intel-

ligent tools are necessary to navigate, integrate and compile the diversity of available

information to better advance all fields of scientific research.

1.1 Text-Based Knowledge Discovery

In 1986 Don Swanson illustrated that two areas of research could be functionally

non-interactive, such that discoveries in one field could be relevant to studies in an-

other, yet nonetheless remain unknown by researchers in either field because the

fields have little or no overlap. Using a basic approach involving the pairing of key-

words between literatures, he demonstrated that regions of overlap could be iden-

tified and novel discoveries made [5–9]. Intuitively, we recognize the value of the

scientific literature in offering us insight into our own research. Who among us has

not, at least once, read an article or attended a talk on a field unrelated to our own

and subsequently left inspired with a new insight or direction for our own research?

A broad perspective can be extremely valuable.

By enabling a computer to identify potential relationships within the scientific

literature, it becomes possible to infer in an automated manner what is not known

based upon what is known. Computers are, after all, perfectly suited to read large

amounts of literature, catalog hundreds of thousands of names and synonyms, and

simultaneously manipulate and track hundreds of relevant variables. It seems rea-

sonable to stipulate that, for many areas of research with a significant body of

associated literature, only a computer could gain the broadest possible perspective.

Beyond the technical challenges associated with effective information retrieval (IR),

the main challenges to the discovery of new knowledge are enabling a computer to

identify what is of interest, why it is of interest and how the information will be

conveyed to a human user. The intent of literature based discovery (LBD) is not to

bypass the human researcher [10], but to provide a powerful supplement in assisting

observation, analysis and inference on a large scale.

Although the LBD approach could be applied to many domains, efforts have

thus far focused on the biomedical literature, specifically MEDLINE records. In

part this is because MEDLINE records are freely available in electronic format, but

also because most LBD efforts identify co-occurring terms as tentative relationships,

whether these terms are names or medical subheadings (MeSH). Thus the nature of

the association is usually non-specific and is best suited towards associations that

are more general in nature. For example, when a gene is mentioned in an abstract
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with a disease, there is a good probability that the gene is somehow related to the

disease (or suspected to be). Furthermore, if two diseases are frequently mentioned

with the same genes, then it not unreasonable to assume that the diseases are re-

lated in either their pathogenesis or phenotypic characteristics. The nature of each

relationship may not matter as much as the frequency of their association for such

inferences. When the nature of the relationship is critical to drawing inferences,

then more sophisticated methods will be necessary. For example, if mining a le-

gal/criminal database to find names frequently associated with crimes, the nature of

each association is critical to drawing any conclusions – is the person an ordinary

citizen, a lawyer prosecuting cases, a judge or a policeman?

During LBD, identifying relationships that are known (Fig. 1(1.1)) enables one to

infer relationships that are not known, yet potentially implicit from the relationships

shared by two objects (Fig. 1(1.2)). These shared relationships provide a means to

both research and justify the existence of a potentially novel relationship not explic-

itly contained within the literature. By comparing shared relationship sets identified

within the MEDLINE relationship network against what could be expected from a

random network model with the same properties, we are able to assign a statistical

significance value to any given grouping of relationships (Fig. 1(1.3)).

The approach outlined in Fig. 1 is what has become known as the “open discov-

ery” model [11, 12]. It is also sometimes referred to as “Swanson’s ABC discovery

model”, named because the first input node (black) is referred to as the “A” node, the

direct relationships (gray) are referred to as the “B” nodes and the implicit relation-

ships (white) are referred to as the “C” nodes. These implicit relationships have also
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Fig. 1 Using literature-based relationships to engage in the discovery of new knowledge. (1.1)
Beginning with an object of interest (black node), tentative relationships are assigned to other
objects (gray nodes) when they are co-mentioned within MEDLINE records. (1.2) Each related
object is then analyzed for its relationships with other objects (white nodes). These nodes are not
directly related to the primary node, thus they are implicitly related. (1.3) These shared relation-
ships are ranked against a random network model to establish how many would be expected by
chance alone, given the connectivity of each object in the set. In this figure a hypothetical network
with 1,000 nodes is analyzed. The node with the most shared relationships (four) is itself a highly
connected node (connected to 95% of the network), and thus is less noteworthy from a statistical
perspective than another node that shares three relationships and is connected to only 5% of the
network (marked with an asterisk). A statistical score must be assigned in some manner to rank
each of these implicit relationships for their potential significance, such as an observed to expected
(Obs/Exp) ratio. Figure reproduced from [1]
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Fig. 2 Structure of the literature-based network. (a) The objects in a literature-based network have
a disproportionate number of relationships, following a scale-free distribution. (b) In the case of
the scientific literature, this leads to “extremely small world” network behavior by which most
objects in the network are related by at least one intermediate. Figure reproduced from [1]

been referred to as “indirect” and “transitive” relationships. Similarly, the relation-

ships themselves have also been referred to as “associations” and “connections”.

Swanson outlined the open-discovery approach conceptually [6], but did not ac-

tually engage in it for most of his research because of the problems it posed. Rather,

he usually began with the A and C nodes already known and focused upon explo-

ration of the B nodes. However, because the number of relationships per object fol-

lows a scale-free distribution (Fig. 2a), the number of implicit connections found by

an unbounded search increases rapidly for every direct connection. Figure 2b shows

how the number of implicit connections rapidly approaches the maximum number

possible (the upper asymptote) given a relatively small number of direct connec-

tions [1]. Thus, everything in the database quickly becomes related to the query

object and the problem quickly shifts from finding implicit connections to ranking
their potential relevance.

1.1.1 Evaluating Results

One means of quantifying performance when ranking implicit relationships is to

score known relationships as if they were not known. In Fig. 1(1.3), for example,

the A (black) and C (white) nodes are shown as unconnected. This is because direct

relationships (the B nodes) are deliberately screened out from this set. However, if

they are not screened out, they too will share relationships with the A node and can

be evaluated just as any other C node in the implicit list. A previous study showed

that weighting shared nodes (the B nodes) by how unlikely such a set would be

shared by chance between two nodes correlated with the probability a relationship

was known as well as with the strength of the relationship (Fig. 3).

This problem has been addressed by ranking implicit relationships by their con-

nectivity within a network [1], then by attempting to extend mutual information

measure (MIM) calculations from direct relationships to implicit relationships [13]

and also by using fuzzy set theory (FST) to identify conceptual domains shared by
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Fig. 3 The object “cardiac hypertrophy” was analyzed to identify all other objects in the database
that share literature relationships with it. When a relationship is known (i.e., it has appeared in a
MEDLINE title/abstract), a line is plotted on the y-axis, which corresponds to how many times the
relationship was mentioned in MEDLINE. When the relationship is not known, there is a gap (not
all gaps are visible due to x-axis compression). Note that frequently mentioned relationships tend
to receive high scores when comparing the number of observed relationships shared by two objects
to the number of relationships expected by chance (Obs/Exp). Figure reproduced from [1]

two objects [14]. Each approach had its strength and weaknesses in ranking infer-

ences. For example, the FST approach was superior at identifying general concepts

(e.g., migraines are associated with pain) whereas the MIM approach was superior

at identifying more specific, informative relationships (e.g., migraines are associated

with sumatriptan, a medication used to treat migraines). Regardless of the approach

used, however, one major problem persisted: The amount of time the user had to

spend to identify interesting implied relationships from within the set. This prob-

lem is not unique to just the studies mentioned, but rather is a general limitation of

LBD in general. Relationships are defined by association and can thus be vague in

their nature.

1.2 General Approach

MEDLINE abstracts contain a historical summary of biomedical discovery, and are

available in electronic format free of charge from the National Library of Medicine

(NLM). Abstracts are typically written without specific format or standardization

of content, but are intended to convey the most pertinent aspects of the study being



44 J.D. Wren

published. Biomedical interests are broad, yet predominantly focused on several

areas of primary interest: Genetics, disease pathology and etiology, study of phe-

notypes, and the effects and interactions of chemical compounds and small mole-

cules. Recognizing relevant entities or “objects” within these databases such as gene

names, diseases, chemical or drug names, and so forth is a challenge in its own right.

Using MeSH terms, which are assigned by curators, can bypass nomenclature and

ambiguous acronym problems but MeSH terms are limited in their scope (e.g. do

not encompass most specific gene names).

As objects are co-cited within a record, LBD approaches assign a tentative rela-

tionship, and sometimes a confidence score that reflects some measured probability

the relationship is non-trivial. As objects are co-cited more frequently, and/or closer

together (e.g. the same sentence), confidence increases that this co-mentioning of

objects reflects a meaningful relationship (Fig. 4). All analyses are conducted using

this uncertainty measure. This use of co-citations has been adopted in a number of

experiments where an automated attempt is made at constructing networks of po-

tential interactions or relationships, mostly between genes or proteins [15–20]. The

best known is probably the creation of the PubGene genetic network via co-citation

of gene names within MEDLINE [15]. Once all MEDLINE records have been

processed, a network of tentative relationships between objects has been constructed

and can be analyzed. The method has been applied to MEDLINE, but is extensible

to any other domain where discussion is constrained to a focused summary (e.g. an
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Fig. 4 Analysis of the uncertainty function in assigning tentative “relationships” based upon co-
citation. Top line represents co-cited objects found within the first half of the 12 million MEDLINE
records, but not the second half. Immediately below is the probability the uncertainty function
(derived from sample-based error rates) assigns to co-cited relationships based upon the number
of co-citations observed. For comparison, the overall distribution in the number of co-citations is
shown at bottom. Figure reproduced from [1]
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abstract) and co-occurrence of terms correlates with the presence or potential pres-

ence of a relationship between them (e.g. companies and products, legal precedents

and key phrases such as ‘workers compensation’, etc.).

1.3 Previous LBD Applications

Open-discovery approaches have been applied to several different research prob-

lems, for example to identify compounds implicitly associated with cardiac hyper-

trophy, a clinically important disease that can develop in response to stress and high

blood pressure. By examining the relationships shared by cardiac hypertrophy and

one of the highest scoring implicitly associated compounds, chlorpromazine, it was

anticipated that chlorpromazine should reduce the development of cardiac hyper-

trophy. It was tested using a rodent model, by giving mice isoproterenol to induce

cardiac hypertrophy, with one group receiving saline injections and the other receiv-

ing chlorpromazine. Preliminary experiments suggested that chlorpromazine could

significantly reduce the amount of cardiac hypertrophy induced by isoproterenol [1].

1.3.1 Type 2 Diabetes

Another analysis example involved Type 2 Diabetes, also known as Non-Insulin

Dependant Diabetes Mellitus (NIDDM), and revealed a line of literature relation-

ships that suggest the pathogenesis of NIDDM is epigenetic (Fig. 5). The analy-

sis furthermore revealed the likely tissue of pathogenic origin (adipocytes), and

narrowed the set of potentially causal factors to a general class of compounds

(pro-inflammatory cytokines) implicated in the phenotype. Currently, the epigenetic

Late onset

NIDDM Methylation

Variable severity

Maternal influence

Homocysteine

Cytokines

Fatty Acids

MTHFR

Fig. 5 A program called IRIDESCENT identified critical relationships shared by loss of DNA
methylation and NIDDM (not all relationships shown), suggesting a relationship between the two
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hypothesis remains untested, but seems to be gaining traction as mutation-based

(e.g., single nucleotide polymorphism) models and the “complex disease” hypoth-

esis have difficulty explaining certain observations about the etiology of NIDDM

(e.g., why it is on the rise faster than population growth).

Based upon past developments and current research, it seems reasonable to pre-

sume that the ultimate goal of LBD research is the development of an intelligent

system able to assimilate information in an automated manner, analyze facts and

relations therein, and return to the user a set of logical conclusions and suggested

courses of action based upon the current state of knowledge.

1.4 Improving on Co-Occurrences

Eventually, to provide a more targeted means of analysis, it will be necessary to

expand the open-ended knowledge discovery model to include the nature of rela-

tionships in some manner. The general associative model is unfortunately too cum-

bersome to use, and it is difficult to rigorously test because it makes no predictions

as to the nature of relationships. Thus, it is possible that every predicted implicit

relationship would be true if one adopted a very lenient definition of the term “re-

lationships”. Natural language processing (NLP) provides a means of pinpointing

the possible nature of the relationship between co-occurring terms (e.g. A upregu-

lates B, B binds C). Thus it is possible that NLP could be used for the prediction of

complementary and antagonistic relationships between unrelated terms.

The current LBD approaches can be summarized as general associative ones –

“guilt by association” approaches. Despite their initial successes, there is still room

for improvement. Figure 6 shows a general overview of the process assisted by

IRIDESCENT as a generic example of how a user would explore potentially novel

relationships identified by LBD approaches. First, the user selects an object for

analysis. Here, the disease fibromyalgia is chosen. The literature-derived network

of relationships is then queried to compile a set of terms related to fibromyal-

gia and then another set of relationships to each of these related terms (the im-

plicit set). The terms are then displayed to the user for examination. Here, they are

sorted in descending order of their observed to expected ratio. Gray rows represent

known relationships while white rows represent unknown, implicit relationships.

The user then examines the implicit relationships, looking for those that appear in-

teresting – a quality that is highly subjective and usually a function of the examiner

(e.g. oncologists would be more interested in cancer-related terms). Once an im-

plicit relationship is chosen for analysis, such as the first implicit relationship on

this list, “Parkinson’s disease”, another window would be opened so that the user

could examine what relationships both Parkinson’s disease and fibromyalgia share.

The user can then examine these shared relationships, once again searching for one

or more that look “interesting”, and then examining either side of the shared rela-

tionship. Here, for example, the user could examine the A–B relationship, which

in the window shown would be the relationship between fibromyalgia and females.
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Fig. 6 Using an open-discovery approach to identify implicit relationships and explore shared
relationships identified within the literature

The literature associated with this relationship is not shown here, but the nature

of this relationship is that approximately 90% of fibromyalgia sufferers are fe-

male. Then, examining the corresponding B–C relationships, between females and

Parkinson’s, shown here in window #2 would pull up something like the next in-

set window. Examining the literature, with keywords highlighted for convenience,

it is apparent that males disproportionately suffer from Parkinson’s. Thus, at this

point, the user understands one of the aspects of the implied relationship between

fibromyalgia and Parkinson’s. Users would then examine each of these shared re-

lationships, one by one, to get a better idea of the overall nature of the implied

relationship. This last step is the hardest since each individual relationship (e.g., of

a disease to gender) may or may not paint a cohesive picture for any overall implied

relationship between the two terms. It is entirely possible, if not likely, that many

of the bridging B terms may be simple, isolated relationships that do not contribute

at all towards an overall relationship between A and C. Thus, it could be confusing

for users to try to iteratively construct a picture of a general relationship piece by

piece since some of those pieces may only make sense after further analysis while

others may not contribute at all towards a general A–C relationship. Subjective in-

terpretation and a limited understanding of the nature of implied relationships are

the biggest current barriers to LBD.
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In the example shown in Fig. 6, the threshold to declare a relationship as “known”

was set to a minimum of four co-mentions. Searching PubMed for “parkinson’s and

fibromyalgia” in the title or abstract yields two papers, one of which suggests the

relationship between the two in terms of the neurotransmitters that are affected in

each and the overlap in phenotypes [21]. So, in this case, a relationship is known

between the two and was not detected because of the threshold. This also illus-

trates one of the limitations of the approach – in some cases several abstracts may

co-mention two objects, yet examining the text of each one reveals no specific re-

lation between the two. In other cases such as this one, one abstract co-mention

may define a relationship. Lower or higher thresholds can be set depending upon

user preference for virtually all of these approaches, but this is a persistent caveat.

In this specific case, because the co-mentioning article was a review and somewhat

speculative in nature, this would tell to the experimentalist interested in validating

this connection that empirical work remains to be done. It also provides the experi-

mentalist with many more shared relationships for him/her to better understand the

implied relationship prior to experimentation. These shared relationships can be ex-

tremely valuable because, aside of these two papers, there is no further research that

could be obtained via traditional query methods that would explain how the two

diseases are connected.

The first step in better elucidating the nature of relationships might be to enable

information extraction (IE) routines to classify directionality in relationships, which

could lead to inference of complementary and antagonistic relationships. Figure 7

examines a hypothetical implicit relationship identified by an IE-based open dis-

covery approach, with Fig. 7a showing the current approaches: Commonalities (B1

through B6) are identified between two objects (A and C). It is not known what type

of relationship is implied by these common relationships until the user examines

the text the relationships were identified in (as shown in Fig. 6). This examination

can take a significant amount of time. For example, when a tentative relationship

between Type 2 Diabetes and Methylation [22] in a previous analysis, although the

initial implication was suggested relatively quickly, it took about 2 weeks worth

of exploring the connecting relationships to better understand and identify the key

components of the implied relationship. Much of this analysis is weaving a grow-

ing set of facts into a cohesive summary of what they mean collectively, which in-

cludes a willingness to look for both positive and negative evidence as well as judge

what weight should be assigned to any observations that appear contradictory given

all the other compiled observations. This would not be as much of a problem if it

weren’t for the fact that many implicit relationships are often examined before one

of potential interest is found. A means of summarizing the nature of each implied

relationship would be of great assistance.

Where possible, an IE-based approach to LBD would extract the nature of the re-

lationship between objects (e.g., A affects B, but not the other way around). This di-

rectionality combined with regulatory information provides a means of inferring the

general nature of relationships prior to their examination. For example, in Fig. 7c,

we see that A positively affects the intermediates B1, B2, and B5. In turn, these same

objects positively affect C. The other intermediate relationships do not immediately
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Fig. 7 Relationships identified within text and how IE would change the nature of analysis. (a)
Current methods of ranking potentially interesting discoveries (i.e., undocumented relationships)
rely upon statistical methods that suggest more relationships are shared than would be expected
by chance. Here, it is unclear what the nature of the proposed relationship between objects A and
C is until a user examines all the A–B and B–C intermediates. (b) By incorporating directional
information (e.g., A affects B), greater information content is provided to the researcher. Here, for
example, A appears to be affecting C through intermediates. (c) When information is extracted
regarding the nature of relationships (e.g., A increases B), this enables inferences to be made
regarding complementary and antagonistic relationships (e.g. A should increase C). (d) Multiple
types of inferences can be made with this new model, here neither A nor C is predicted to affect
the other, but rather they are anticipated to have opposing effects upon their intermediates. Notice
that not all relationships necessarily have directionality or information concerning effects

provide information on how A affects C through them, if at all, but neither do they

provide any contradictory information. Using this information, and without having

to examine the underlying relationships beforehand, we can infer that A positively

affects C.

Such a system could potentially be quite an improvement over previous meth-

ods, provided certain issues could be resolved. It would provide several ways that
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more generalized information could be obtained. In Fig. 7d, for example, A and C

are related, but the implied relationship is not between A and C but rather their

intermediates. A and C apparently have antagonistic relationships with five out of

six of their intermediates. A affects B1, B2, B5 and B6 positively while C affects

them negatively. It also affects B3 negatively whereas C affects B3 positively. This

type of information would be highly useful for inferring physiological interactions

caused by chemicals or pharmaceuticals. B1, B2, B5 and B5, for example, could be

heart rate, sweating, blood pressure and vasoconstriction. A could be a drug that

increases them (e.g., isoproterenol) and C could be a drug that reduces them (e.g.,

valium). This type of system could be very useful for detecting potential drug in-

teractions. If the antagonistic relationships here were positive instead (e.g., C was

ephedrine instead of valium), then this would suggest these two drugs should not

be given together. Except in a case where neither one alone had sufficient effect or

some enhanced effect was deliberately being sought.

Using IE to identify the nature of relationships entails identifying regulatory and

associative keywords within text and assigning the appropriate relationship. Sev-

eral efforts have demonstrated the feasibility and efficacy of this, mostly in terms of

protein–protein regulatory interactions [23, 24] but also in more generic terms [16].

The potential for advances in open discovery LBD methods is truly exciting. Even-

tually, if enough of these intermediate analysis steps could be automated, we may

be witnessing the creation of an in silico scientist [25] – software that is able to an-

alyze all electronically available information, draw logical conclusions about what

is both possible and plausible and then propose the most logical and efficient course

of action to empirically validate hypothesized relationships derived purely in silico.

Of course, we are far from that day, but it is not unreasonable to presume it is both

possible and perhaps even realizable within a generation or so.

1.5 Using History as a Guide to the Future

The historical discovery of new relationships within MEDLINE abstracts and pro-

vides a benchmark dataset for knowledge discovery. It could be argued that any

individual experimental validations of relationships predicted by any knowledge

discovery method are somewhat anecdotal. That is, a significant amount of user-

based decision goes into ascertaining what novel relationships are worth pursuing.

Currently, it is not at all clear which LBD approaches are most efficient due to a lack

of quantitative methods and gold standard test sets for analysis. One possible way

of addressing this might be to turn to a historical analysis. If historical relationship

networks could be created, we could study how they have evolved over time, ask-

ing the critical question: How many scientific discoveries known today would have

been highly ranked inferences in the past – based solely upon what was known at

the time? More specifically it can be asked how well any particular approach would

have performed historically in predicting the probability an implicit relationship will

be of future scientific relevance.
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In general, scientific discovery falls roughly into one of two categories: Fortu-

itous and logic-based. Fortuitous discoveries are those that arise unexpectedly or by

accident. Some might argue that, given the benefit of retrospective hindsight, some

fortuitous discoveries might have been anticipated. However, the way this term will

be used here is to denote discoveries that could not have been reasonably antici-

pated given the state of knowledge at the time of discovery. Viagra (sildenafil) is an

example of a fortuitous discovery, having been originally developed as a potential

treatment for angina, but instead had blockbuster success in treating erectile dys-

function (ED) [26]. The new application for ED was originally observed as a side

effect during clinical trials, and while it may now make sense in terms of what is

now known about sildenafil’s physiological/molecular actions, it is not amenable to

computational analysis because the alternative use was published before the origi-

nal, intended use [26]. Rogaine (minoxidil) shares a similar history with Viagra in

that it was originally developed to combat high blood pressure [27], but was discov-

ered later to be a successful treatment for baldness [28]. Between its initial reporting

in the literature in 1973 and its later use discovered around 1980, studies were pub-

lished concerning its pharmacological/molecular actions that might have suggested

an alternative use was possible.

Logic-based discoveries occur when an expert postulates that a new relationship

can be identified (or ruled out) based upon what is currently known. Whether the

expert anticipates the exact answer or not, there is a rationale for both choosing and

designing the experiment such that more information can be obtained about the sys-

tem in question. Conceptually, this is what most knowledge discovery approaches

attempt to do: To better understand an area of research (Fig. 1(1.3), black node), un-

known variables (Fig. 1(1.3), white nodes) are studied in the context of known vari-

ables (Fig. 1(1.3), gray nodes). Logic-based discoveries are those that are thought

out and justified, at least to an extent, prior to the commitment of time and resources

to further investigation. Preliminary results for a proposed research project typically

confer a competitive advantage upon it because they imply a greater chance of suc-

cess. In the absence of such results, researchers typically justify the proposed com-

mitment of resources by extensive citing of research results obtained from others.

In either case, future research is predicated upon current understanding.

It is reasonable to postulate that this latter type of scientific discovery, logic-

based, is amenable to computational analysis and that there are numerous relation-

ships published in the literature, shared by two unrelated objects, which suggest

the existence of a relationship long before one is recognized. If it can be demon-

strated that large-scale computational analysis of scientific information can identify

important discoveries prior to their experimental validation, this has very important

implications for scientific research in general. It would suggest that, to an extent, hu-

man awareness of relationships is a limiting factor in discovery and computational

assistance would be of broad benefit to the scientific community.

Due to their relative simplicity and lack of reliance upon proprietary and com-

putationally expensive NLP software, construction of co-citation networks have be-

come an increasingly common way of ascertaining relationships among different
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Fig. 8 Entry of objects (below timeline) and relationships (above timeline) into MEDLINE

types of objects within literature-based sources [15–20]. By this method, a relation-

ship is “discovered” when two objects have been co-mentioned in the same abstract.

However, this alone does not mean that a relationship has truly been elucidated,

proposed, or understood. One could imagine a historical perspective analyzing a

co-citation network of random words – one would certainly be able to identify co-

citation patterns such as “red↔bird” and “bird↔house” that would predict the even-

tual “discovery” of the relationship “red↔house”, but we can easily recognize that

the nature of this relationship and prediction are trivial. This example helps in il-

lustrating the fundamental problem in using co-citation as a metric for identifying

a relationship, even when the co-citation has occurred many times: Related objects

are almost unavoidably co-mentioned together, but co-mentions do not necessarily

reflect a meaningful relationship.

Figure 8 illustrates graphically the variables being analyzed, with MEDLINE

depicted as a time-dependant progression of published papers from the first entry to

the most recent. At given points in time, the primary object of analysis, A, will first

appear within the literature as will other objects such as C which will eventually be

discovered to have a relationship with A. A number of intermediate factors such as

B (only one is shown here for simplicity) will be related to both A and C prior to the

publication of their relationship. Essentially, literature-based discovery methods are

predicated upon the assumption that cases such as this exist – that at least a subset

of all discoveries could have been predicted prior to their publication.

1.6 Literature Limitations

Electronically available MEDLINE records lack full experimental detail – much

sequence information is not published directly in the primary literature but rather

deposited into databases. Therefore knowledge discovery methods lack the ability

to draw correlations between literature relationships and information contained in

genomic and transcriptional (microarray) databases. Integrating experimental data

with literature associations should be able to provide experimental insight in sev-

eral areas.

In Fig. 9, for example, three genes within a genomic region are found to have

literature correlations with a disease or phenotype. Once this is known, nearby

genomic features such as CpG islands (gray square) or highly repetitive regions
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Fig. 9 Correlating literature commonalities with genomic data

(gray X) might offer a hypothesis about how recombination or silencing might con-

tribute towards the etiology of this disease. A similar approach was conducted to

identify candidate genes for diseases [29] by association of MeSH phenotypic terms

with Gene Ontology (GO) terms through MeSH D terms.

1.7 Integrating Gene Expression Measurements

Within microarray experiments there are groups of genes that respond transcrip-

tionally to changes in experimental conditions. Space limitations prevent more than

a few of these genes from being mentioned within MEDLINE abstracts, so this is

information that would not be obtainable the way most LBD approaches are cur-

rently implemented. However, many microarray datasets are cataloged in NCBI’s

Gene Expression Omnibus (GEO) [30]. A number of methods are available to clus-

ter transcriptional responders into groups, which could then be cataloged and inte-

grated into the literature-based network. This confers the additional advantage that

implicit analyses might point directly to experimental results.

Perhaps the most difficult part of microarray analysis is not so much the cleaning,

normalization and clustering of data, but ascertaining the biological relevance of

the response. To do this, the researcher must first identify what is already known

about the response observed within the experiment to gain confidence that aspects

of their experiment correspond with previous observations. Second, and perhaps

most important, they must ascertain what their experiment has told them that is not

already known. The purpose of integrating microarray response datasets is to be able

to answer both these questions.

2 Summary

Natural human limitations of time, expertise, speed of understanding and personal

interests prevent researchers from being aware of more than a fraction of the cu-

mulative scientific knowledge gained to date. Computers cannot yet substitute for
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human understanding, but can act as a mental “prosthesis” in examining and analyz-

ing this body of knowledge. Vast amounts of time and resources have already been

spent to gain this knowledge, but it has not yet been exploited for all the value it

holds. Observation and perspective have always been key components in advancing

science and medicine, thus we must recognize that limitations in these areas also

limit the rate of progress. LBD research will help reduce these barriers and provide

a broader perspective. The ability to examine networks of biomedical interactions

and infer novel hypotheses holds exciting promise for health-related research.
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Where is the Discovery in Literature-Based
Discovery?

R.N. Kostoff

Abstract This chapter addresses the core of literature-based discovery (LBD),

namely, what is discovery and how is the generation of discovery confirmed. The

chapter starts with definitions of discovery and innovation, especially in the LBD

context, and then proceeds to describe radical discovery and LBD. It then describes

the vetting necessary to confirm the presence of discovery. Finally, the chapter con-

cludes with a few examples where use of more comprehensive vetting techniques

would have been prudent before discovery was reported. The LBD focus is on

open discovery systems (start with a problem, discover a solution, or vice versa)

exclusively.

1 Discovery and Innovation Definitions

Discovery is ascertaining something previously unknown or unrecognized. More

formally, discovery in science is the generation of novel, interesting, plausible, and

intelligible knowledge about the objects of study [42]. It can result from uncover-

ing previously unknown information, or synthesis of publicly available knowledge

whose independent segments have never been combined, and/or invention. In turn,

the discovery could derive from logical exploitation of a knowledge base, and/or

from spontaneous creativity (e.g., Edisonian discoveries from trial and error) [17].

Innovation reflects the metamorphosis from present practice to some new, hope-

fully better practice. It can be based on existing non-implemented knowledge. It can

follow discovery directly, or resuscitate dormant discovery that has languished for

decades.

In the LBD context, discovery is linking two or more literature concepts that

have heretofore not been linked (i.e., disjoint), in order to produce novel, interesting,
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plausible, and intelligible knowledge. Thus, simply linking two or more disparate

concepts is a necessary, but not sufficient, condition for LBD. In particular, concepts

may be disjoint because the value of their integration has not been recognized previ-

ously, or they may be disjoint because there appears to be little value in linking them

formally. Examples of the latter (which had been proposed as potential discovery)

will be shown later in this chapter.

Also, in the LBD context, innovation is the exploitation of a discovery link-

age, mainly the identification of a linkage that was not being exploited at a suffi-

cient pace.

More generally, radical discovery and radical innovation depend on the source

of the inspiration and/or the magnitude of the impact. The more disparate the source

of ideas from the target problem discipline, the more radical the potential discov-

ery or innovation. The greater the magnitude of change/impact resulting from the

discovery or innovation, the more radical the potential discovery or innovation.

2 Radical Discovery

Discovery and innovation are the cornerstones of frontier research. One of the meth-

ods for generating radical discovery and innovation in a target discipline is to use

principles and insights from disciplines very disparate to the target discipline, to

solve problems in the target discipline.

The challenge has become more critical due to increasing specialization and

effective isolation of technical/medical researchers and developers [16]. As re-

search funding and numbers of researchers have increased substantially over the

past few decades, the technical literature has increased substantially as a result. Re-

searchers/developers struggle to keep pace with their own disciplines, much less to

develop awareness of other disciplines. Thus, we have the paradox that the expan-

sion of research has led to the balkanization of research! The resulting balkanization

serves as a barrier to cross-discipline knowledge transfers, and retards the progress

of discovery and innovation [16].

As a result, identifying these linkages between the disparate and target disci-

plines, and making the subsequent extrapolations has tended to be a very serendip-

itous process. Until now, there has been no fully systematic approach to bridging

these unconnected target and disparate disciplines.

Once the principles and associated techniques have been established for produc-

ing insights from these disparate literatures, many applications are possible. These

include:

1. Promising opportunities for researchers to pursue

2. Promising new Science & Technology (S&T) directions for program managers

to pursue

3. Promising leads for intelligence analysts to pursue
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3 Literature-Based Discovery

The pioneering LBD study was reported in Swanson’s paper hypothesizing treat-

ments for Raynaud’s Disease [36]. Many subsequent open and closed system LBD

studies were performed by Swanson/Smalheiser, including migraine and magne-

sium [37], somatomedin-C and arginine [38], and potential biowarfare agents [40].

They also developed more formalized analytical techniques for hypothesizing rad-

ical discovery [29, 39]. Other researchers have used variants of Swanson’s LBD

approach for hypothesizing radical discovery in open and closed discovery systems,

but only open discovery systems will be addressed here.

Gordon and Lindsay [10] used an information technology-based approach to help

automate the LBD process. Weeber et al. [45] used a two step model of discov-

ery (open discovery step followed by closed discovery step) to simulate Swanson’s

actual discovery. Further, Weeber et al. [46] identified potentially new target dis-

eases for the drug thalidomide. Stegmann and Grohmann [33] used a co-word

clustering of MeSH terms to identify potential discovery by location on density-

centrality maps. Srinivasan [30] generated a potential discovery-identifying algo-

rithm that operated by building MeSH-based profiles from Medline for topics.

Yetisgen-Yildiz and Pratt [49] use an LBD system called LitLinker that incorporated

knowledge-based methodologies with a statistical method. Van der Eijk et al. [43]

mapped from a co-occurrence graph to an Associative Concept Space (ACS), to

identify discovery from concepts that were close to each other in ACS but had no

direct connections. Gordon and Dumais [9] used latent semantic indexing, based

on higher order co-occurrences, to compute document and term similarity. Bruza et

al. [5,6] generated a semantic space approach based on the Hyperspace Analogue to

Language to produce representations of words in a high dimensional space. Wren et

al. [48] defined classes of objects, extracted class members from a variety of source

databases, and then studied their co-occurrences in Medline records to generate im-

plicit relationships. Hristovski et al. [12, 13] used semantic predications to enhance

co-occurrence-based LBD systems.

The general theory behind this approach, applied to two separate literatures, is

based upon the following considerations [36].

Assume that two literatures with disjoint components can be generated, the first

literature AB having a central theme “a” and sub-themes “b,” and the second liter-

ature BC having a central theme(s) “b” and sub-themes “c.” From these combina-

tions, linkages can be generated through the “b” themes that connect both literatures

(e.g., AB → BC). Those linkages that connect the disjoint components of the two

literatures (e.g., the components of AB and BC whose intersection is zero) are can-

didates for discovery, since the disjoint themes “c” identified in literature BC could

not have been obtained from reading literature AB alone.

For example, as shown in Swanson’s initial LBD paper, dietary eicosapentaenoic

acid (theme “a” from literature AB) can decrease blood viscosity (theme “b” from

both literatures AB and literatures BC) and alleviate symptoms of Raynaud’s disease

(theme “c” from literature BC). There was no mention of eicosapentaenoic acid in

the Raynaud’s disease literature, but the acid was linked to the disease through the

blood viscosity themes in both literatures [36].
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A central problem with all the LBD studies that have been reported in the open

literature is the absence of a gold standard that can be used as a basis of comparison.

A true gold standard would allow comparisons of quality and quantity of potential

discoveries. Many of the studies use Swanson’s results (Fish Oil and Eicosapen-

tanoic Acid) as a comparison standard. As I point out later, I have questions as to

whether Swanson’s hypotheses are true discoveries or are really innovations, and in

any case his results give no indication of the extent of discoveries possible.

In science, if we want to estimate the quality of a predictive tool, we have a cou-

ple of main choices. If we have an exact solution to the problem, we can compare

the predictive tool solution to the exact solution, and estimate the error as the differ-

ence between the exact solution and the predictive tool solution. Alternatively, if we

have some way of estimating the error that accompanies a predictive tool solution,

we can estimate the accuracy by that approach.

In LBD, we dont know the extent of discovery possible for any problem, and

therefore are not able to estimate the comprehensiveness of any approach (recall).

Further, we are not able to estimate the quality of any discovery until much testing

has been done, and therefore cannot estimate the fraction of the potential discoveries

identified that are in fact potential discoveries (precision).

For the LBD approaches reported in the literature, there appears to be an imbal-

ance between the prediction of potential discovery and its validation. Most of the

effort seems to have focused on the front end of the process (discovery candidate

identification) with little effort on the back end (vetting of potential discovery pre-

dictions). As I will show, this has allowed non-discovery items to be represented as

discovery.

As a result, I believe this insufficient vetting has contributed to the slowing of

LBD implementation. LBD intrinsically has powerful capabilities, and one would

have expected that, two decades after Swanson’s initial paper, there would be treat-

ments proposed for all the major chronic degenerative diseases, similar imple-

mentations for their non-medical equivalents, as well as major sponsored research

programs on LBD throughout the world. As far as I know, no major clinical trials

have been reported on LBD-driven hypotheses, and benefits resulting from these

LBD studies have yet to be realized.

Given:

• The length of time since Swanson’s pioneering paper (two DECADES)

• The massive number of medical and technical problems in need of radical dis-

covery

• The relatively few articles published in the literature using existing LBD ap-

proaches to generate radical discovery (especially articles not published by the

Swanson/Smalheiser team and not replicating the initial Raynaud’s results)

• Concerns about the validity of the discoveries reported

It is clear that improvements in the fundamental LBD approach and its dissemi-

nation and acceptability are required.

My text mining group has been working on improving LBD for the past few

years. The general approach we have followed was reported in 2006 [18]. We have
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used our specific versions of LBD on five problems (four medical, one non-medical),

and have generated voluminous potential discovery for each problem. I believe we

have ‘cracked the code’ on LBD. Our results constituted the Special Issue of the

journal Technological Forecasting and Social Change, February 2008. The remain-

der of this chapter is focused on the potential discovery vetting procedures we have

used, and includes some examples of applying our vetting procedures to discoveries

that have been reported in the LBD literature.

4 Validating Potential Discovery (Vetting)

The purpose of our vetting procedures is to insure that what we report as potential

discovery has not been found in the literature previously, and obeys the criteria for

discovery set forth at the beginning of this chapter. If a concept has been found in the

literature previously, but we believe its reporting would accelerate its development,

we might report it as an innovation. We have instituted a four step vetting process

that balances thoroughness with pragmatism.

The first step is to check for appearance of the potential discovery concept in

the core target problem research literature. How do we define this literature? Ide-

ally, every research document published globally in the core problem area would

constitute this literature. The practical compromise we have made is to define the

source literature for the core target problem literature as the Science Citation Index

and Medline. While I believe this is a bare minimum core literature requirement

to search for prior art/science, some examples shown in the next section illustrate

that even this threshold requirement was not met before potential discovery was

published.

In this first step, we operationally check for the intersection of the core target

problem literature with the potential discovery literature. If the intersection is a null

set, the first check is successful. Thus, if we check whether Fish Oil is a potential

discovery for Raynaud’s Disease, we might use the query Fish Oil (or its many spe-

cific variants) and Raynaud’s Disease (or its variants), and see whether any records

are retrieved. The real issue here, as will be discussed later, is how broadly or nar-

rowly we define the core target problem literature and the potential discovery con-

cept literature. The breadth of definition could determine whether we have generated

discovery, innovation, or nothing. For example, Fish Oil may or may not be a dis-

covery, depending on whether we define the Raynaud’s Disease literature to include

or exclude the Peripheral Vascular Disease literature.

The second step could be viewed as a continuation of the first step. We go

beyond simple intersection to see whether there are citation linkages between the

potential discovery concept and the core target problem literature that would indicate

researchers were aware of the linking between these literatures previously. There are

many types of citation linkages (citing papers, cited papers, papers that share common

references, papers that share common citing papers, etc). Depending on how far we

plan to proceed with a potential discovery (e.g., do we want to patent the potential

discovery), we check at least the citing papers for linkages between the concept

literature and the problem literature.
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The third step is checking the patent literature. This is more difficult than the first

step because of the typically wide breadth and scope of the claims in each patent.

All steps are run serially. Once the first three steps have been taken successfully,

we then have the potential discovery candidate concepts examined by experts. We

access two types of experts: those expert in the core target problem literature (e.g.,

Raynaud’s Disease), and those expert in the potential discovery concept literature

(e.g., Fish Oil). We ask the experts in the core target problem literature whether

the potential discovery concept is indeed discovery (i.e., have they seen it before

in the target problem context), and we ask the experts in the potential discovery

concept literatures whether the concept could be extrapolated to the target problem.

If we report potential discovery concepts that have been only partially vetted, we

state that fact.

5 Examples of Validation Issues

This section presents examples of applying some of our vetting techniques to poten-

tial discoveries reported in the LBD literature.

5.1 Use of MeSH Variables

An LBD approach based on the analysis of actual text phrases is intrinsically a high-

dimensional process, due to the large number of words/phrases in the literature. To

circumvent this dimensionality problem, LBD researchers have used approaches

that convert the problem from high-dimensional to low-dimensional. One widely

used approach reported in recent LBD papers [30, 43, 49] is the use of MeSH terms

instead of text terms. MeSH is a taxonomy (controlled vocabulary) in the major

medical database (MEDLINE). MeSH is generated by independent indexers who

read each MEDLINE article, then assign selected MeSH terms to each article. There

are approximately 22,500 MeSH terms in the total MEDLINE taxonomy, orders of

magnitude less than the number of text words/phrases.

The positive aspects of using MeSH terms, in addition to the reduced number of

variables, are that relevant articles can be retrieved containing desired concepts but

not necessarily specific text terminology. Thus, a query with a very small number

of MeSH terms (e.g., lung neoplasms) can retrieve many lung cancer records that

would have required perhaps hundreds of text query terms to have the same degree

of coverage, and many of those retrieved records might not contain the terms lung

neoplasms or lung cancer.

On the negative side, MeSH terms are restricted to the medical literature. Addi-

tionally, very recent MEDLINE records have not been indexed with MeSH terms,

and would be inaccessible for LBD purposes unless text terms were added (thereby

defeating one of the major reasons for selecting MeSH terms).
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Further, the mapping from text terms to MeSH terms is not one-to-one, nor is it

conservative like transforming from thermodynamic variables (e.g., pressure, tem-

perature, density) to conservation variables (e.g., new variables that include com-

binations of the thermodynamic variables and are conserved across discontinuities,

such as mass, momentum, energy) in a fluid flow system [21]. There is a well-known

phenomenon called the indexer effect [11], which states essentially that indexers are

fallible, and they make errors and omissions. Not all MeSH terms that should be as-

signed to an article are in fact assigned by the indexers. For many uses of retrievals

from MEDLINE, especially where a statistical representation or a few examples are

desired, the indexer effect is not overly important. However, for LBD, where any

prior art/science can negate potential discovery, even one omission can prove lethal!

Thus, an algorithm that operates in MeSH space could predict discovery (where

the potential discovery concept from the bc literature could not be found in the

MeSH-based core ab literature), whereas the concept could be found in a text-based

core ab literature. For this reason, any potential discovery made using a MeSH-based

process must be vetted not only in MeSH space but in text space as well.
This requirement has enormous consequences! Since each MeSH term effec-

tively represents many text terms, all these text terms have to be considered when

vetting a discovery in MeSH space. Thus, the substantive dimensional advantages
that were gained in transforming from text space to MeSH space in the front end
are reversed for the vetting process in the back end. More serious is that these

non-indexed or non-properly indexed records are not available for discovery using

MeSH alone. To overcome this limitation, some type of text access query would be

necessary.

Some examples of reported potential discoveries that were generated in MeSH

space but were shown to have prior art in text space are presented in [19, 20]. To

illustrate the operational mechanics of our vetting process, I will first describe in

some detail one example (of many) reported in [20]. I will then summarize the

single example reported in [19].

In [30], the authors generate a potential discovery-identifying algorithm that op-

erates by building MeSH-based profiles from MEDLINE for topics. In [31, 32], the

authors start with curcumin (an ingredient of the spice turmeric) and, using their al-

gorithm, look for potential ailments this substance could benefit. Three areas iden-

tified are retinal pathologies including diabetic retinopathies, ocular inflammation

and glaucoma, Crohn’s Disease/Ulcerative Colitis (both members of Irritable Bowel

Syndrome), and EAE/Multiple Sclerosis (MS).

I will examine the three specific claimed potential discoveries listed above using

vetting steps 1 and 3, and show that the claimed discoveries are neither discovery

nor innovation. Since the papers were published in 2004, and the data were taken in

mid-November 2003, then potential discovery would require that no papers/patents

linking curcumin and these three ailments be published prior to November 2003.

My approach is to examine the core literature (papers/patents) for these three ail-

ments published before November 2003, and ascertain whether they include cur-

cumin as a potential treatment. If they do, then potential discovery by the authors

cannot be validated.
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To examine the core literature, I use text terms based on the main MeSH terms

used by the author, and initially enter them (initiating topic C literature AND

target A literature terms) into the PubMed search engine. This allows me to re-

trieve MEDLINE articles that contain the initiating topic and target literature MeSH

terms and/or text terms. Then, to obtain citing or reference article data, I enter the

same terms into the Science Citation Index. Finally, to obtain patent data, I enter

the same terms into the Derwent Innovations Index, an aggregated global patent

database on the Web of Knowledge.

Using mainly MeSH terms as text terms is a very conservative approach. If I was

searching for prior art to support a legal case, I would use many other proxy terms

for the initiating topic and target literatures as part of our search query. Given the

breadth of coverage of the average MeSH term relative to that of the average text

term, many more proxy terms could be subsumed under the average MeSH term than

under the average text term. In some sense, the generality of MeSH terms relative

to text terms opens the door wide for refutation of potential discovery by allowing

for the implementation of large numbers of proxy terms in the vetting process.

Only a few of these examples will be shown, due to space considerations.

For the MS example, Natarajan and Bright [23] published a paper in June 2002

linking curcumin to the treatment of MS. That paper had numerous citations, five of

which were published in the first half of 2003.

For the Crohn’s Disease example, Sugimoto et al. [34] published a meeting Ab-

stract in Gastroentorology in April 2002 and a research article in Gastroentorology

in December 2002 [35] concluding “This finding suggests that curcumin could be

a potential therapeutic agent for the treatment of patients with inflammatory bowel

disease.” The keywords in the research article record include Crohn’s Disease and

Ulcerative Colitis, and Colitis is in the title as well. See also Salh et al. [27] and Ukil

et al. [41].

For the retinal pathologies example (where glaucoma focuses mainly on intraoc-

ular pressure and optic nerve damage), three examples are required due to topical

diversity. For the diabetic retinopathy example, a 2002 paper [24] suggests cervis-

tatin, pyrrolidinedithiocarbamate, or curcumin could equally serve as a treatment

for proliferative diabetic retinopathy. Additionally, one of its citing papers [3] fo-

cused on the proposed curcumin treatment for diabetic retinopathy. Further, a patent

whose application was published in October 2002 and which was granted in May

2003 suggested a link between curcumin and both retinopathy and Crohn’s Dis-

ease/Ulcerative Colitis [2].

For the ocular inflammation example, a 2001 paper describes the use of com-

mercially available herbal eye drops (Ophthacare) containing curcumin for a variety

of infective, inflammatory and degenerative ophthalmic disorders [4]. This formu-

lation has existed since at least the 1990s, and almost ten clinical/laboratory papers

of which I am aware have been published on its evaluation between 1998 and 2002.

Finally, the patent by Babish above [2] links curcumin to conjunctivitis and uveitis

(an inflammation of part or all of the uvea, the middle (vascular) tunic of the eye

and commonly involving the other tunics (the sclera and cornea and the retina)).
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For the glaucoma example, a patent with 2001 application date and 2003 granting

date links curcumin directly with glaucoma [15].

These results should not be surprising. There are over 2,300 papers in Medline

related to curcumin (or curcuma or curcuminoid), of which over 20% directly ad-

dress its role as an anti-inflammatory agent. Any disease in which inflammation

plays a role and which is presently not co-mentioned with curcumin would be a

candidate for potential discovery. Many of Srinivasan’s proposed discoveries relate

to inflammation-based diseases. Unfortunately, as stated previously, with many re-

searchers working on the relation of curcumin to inflammation, the chances that the

link between curcumin and a major inflammation-based disease would go unnoticed

are probably small, as our vetting results seem to be showing.

What we have presented above is probably the tip of the iceberg. There are obvi-

ously other ways to refer to curcumin or Crohn’s, and a search using these additional

proxy terms would enhance the prior discovery. In sum, we would not call these cur-

cumin links a discovery, or even an innovation, because the links between curcumin

and retinal, intestinal, or Multiple Sclerosis problems were established well before

November 2003. The algorithm under discussion, with perhaps some modifications,

might be a solution for some types of semi-automating literature-based discovery,

but it was not demonstrated by the three examples shown.

In [49], the authors used MeSH terms to represent document contents. They di-

vided MEDLINE into two parts: a baseline literature including only publications

before 1 January 2004, and a test literature including only publications between

1 January 2004 and 30 September 2005. They ran their algorithm LitLinker on the

baseline literature and checked the generated connections in the test literature.

They reported potential discovery for three cases: Alzheimers Disease, Migraine,

and Schizophrenia. They provided statistical results for all three cases, and provided

one specific example of potential discovery for each of the three cases examined.

Again, I used vetting steps one and three to search the literature for references

prior to 1 January 2004. For Alzheimers Disease and Migraine, I found multiple

prior references, and for Schizophrenia I found a prior patent. The details are pre-

sented in [19]. In neither of the above two cases [30, 49] did I use proxy terms

for either the potential discoveries or the diseases; I used only the author’s own

words/phrases.

Another example is the following [43]. This approach is based on mapping from

a co-occurrence graph to an Associative Concept Space (ACS), where concepts are

assigned a position in space such that the stronger the relationship between concepts,

the closer they lie in the ACS. Potential discovery can then be obtained from strong

implicit relationships, where concepts are close to each other in ACS but have no

direct connections.

The authors provide two examples in [43] of ACS for small sub-sets of the total

Medline database (�1%), whereby concepts that were close together in ACS but

not connected were predicted to have a strong implicit relationship. Searching for

co-occurrence of these concepts in total Medline showed a significant number of

co-occurrences.
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Only one of the two examples will be addressed. The authors retrieved a subset

of MEDLINE records (13,423 records, February 9, 2003) from PubMed with the

MeSH-based query (duchenne OR DMD OR dystrophy OR limb-girdle OR LGMD

OR BMD). According to the ACS diagram, and the author’s analysis, Deafness

and Hearing Loss are both in close proximity to Macular Degeneration, but have

no direct connections in this small sub-set of the total Medline database. Then, the

authors state that a query of the whole of MEDLINE for articles containing both

Deafness and Macular Degeneration yielded 28 results (June 13, 2003), some of

which clearly link deafness and macular dystrophy, a condition that leads to degen-

eration of the macula. Thus, based on the sample results, the authors are able to

predict potential discovery in the remainder of the MEDLINE database.

However, as a check, I ran the query (duchenne OR DMD OR dystrophy OR

limb-girdle OR LGMD OR BMD) AND (“macular degeneration” and (deafness or

hearing)) in PubMed covering text and MeSH fields, which would yield articles

relating macular degeneration to hearing loss in the same subset the authors down-

loaded. In the sample, I found 13 pre-2003 articles that contained (macular degener-

ation and deafness or hearing) in the text fields and/or the MeSH fields, as opposed

to the zero articles the authors claimed. All the articles linked macular degenera-

tion/macular dystrophy to some form of hearing loss. When I re-ran the query as

above minus the term ‘hearing’, I found 11 articles. I see no evidence of discovery,

or even innovation. The known associations date back to the mid-1970s.

In all three cases [30, 43, 49], the authors would have presented much stronger

arguments for their LBD approaches had they vetted in text as well as MeSH space,

and presented potential discoveries that did not appear previously in the mainline

literature. Or, even if prior art/science did appear as shown, they might have reported

it as innovation (if it met the criteria for innovation).

5.2 Disjointness as Sufficient Condition

In the definition of discovery, the issue of disjointness of diverse literatures was

addressed as follows: In the LBD context, discovery is linking two or more literature

concepts that have heretofore not been linked (i.e., disjoint), in order to produce

novel, interesting, plausible, and intelligible knowledge. Thus, simply linking two

or more disparate concepts is a necessary, but not sufficient, condition for LBD. In

particular, concepts may be disjoint because the value of their integration has not

been recognized previously, or they may be disjoint because there appears to be

little value in linking them formally.

Most of the LBD techniques link disparate literatures through quantity-based

approaches. However, the quality of the linkages for discovery purposes requires

expert judgment. The LBD community needs to be very cautious when linking a

potential discovery concept from the ab concept source literature to the bc problem

literature, especially in the case where there are many researchers reporting on the

concept in the ab literature. What are the chances that the bc application was not
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perceived by at least one or two of these researchers? If the linkage were promising,

why was it not reported?

I will present two examples to illustrate the problem, but they represent the tip

of the iceberg for what has been reported as LBD-based discovery. In the first ex-

ample, where treatments for Huntington Disease were researched, an association

rules method was used to show similarities between Huntington Disease and di-

abetes mellitus, especially in reduced levels of insulin [12, 13]. The authors sug-

gested (as the potential discovery) that insulin treatment might be an interesting

drug for Huntington Disease. To understand the reasons for this recommendation

better, I examined literatures related to Huntington Disease, diabetes, and insulin. In

the Huntington Disease (HD) case, the relationship between insulin and HD should

have been obvious to the HD researchers. There were some papers where HD was

induced in mice, they developed diabetes, and then insulin was used to treat the

diabetes. If insulin had any impact on the HD, surely the researchers would have

noticed.

To validate my perceptions, I contacted an expert in Huntington Disease research,

and was told that the HD problem is not an insulin deficiency problem as in type

1 diabetes, but rather an insulin release problem as in another form of diabetes.

Therefore, there is no reason to expect that administering insulin would treat the

HD. The key point here is that if two literatures are disjoint, there may be multiple

reasons for their disjointness. It could mean that their union would produce real

discovery, and no one had thought of linking them previously. Or, it could mean that

their union had been considered previously, and researchers concluded that there

was nothing to be gained by the linkage.

In the second example [48], the researchers searched for discovery in treating

cardiac hypertrophy (defined as an increase in the size of myocites that is associated

with detrimental effects on aspects of contractile and electrical function in the heart

basically heart enlargement due to added physical stress on the heart muscle). Their

ranking technique showed the drug chlorpromazine (CPZ) shared many implicit

relations with cardiac hypertrophy, and they then inferred that it might be useful for

reducing the progression of cardiac hypertrophy. There does not seem to be prior art

in the journal literature, but there may be a patent that addresses the link, although

it covers a wide swath.

To understand the relationship better, I examined the medical literatures on both

CPZ and cardiac hypertrophy, and found the following. CPZ is a phenothiazine com-

pound used primarily as an anti-psychotic for humans. While other phenothiazine

compounds such as thioridazine have well-documented histories of strong associa-

tion with cardiac arrythmias, CPZ also has a history of cardiac adverse effects on

humans. Additionally, there are a large number of potential adverse side effects from

the use of CPZ, including, but not limited to:

EKG changes (Particularly nonspecific Q and T wave distortions [induction

of QT prolongation and torsades de pointes] – Sudden death, apparently due to

cardiac arrest, has been reported); arrhythmogenic side effects caused by blockade

of human ether-a-go-go-related gene (HERG) potassium channels; Neuroleptic Ma-

lignant Syndrome; neuromuscular reactions (tardive dyskinesia; dystonias, motor
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restlessness, pseudo-parkinsonism); convulsive seizures (petit mal and grand mal);

lowered seizure thresholds; bone marrow depression; prolonged jaundice; hyper-

reflexia or hyporeflexia in newborn infants whose mothers received phenothiazines;

drowsiness; hematological disorders, including agranulocytosis, eosinophilia,

leukopenia, hemolytic anemia, aplastic anemia, thrombocytopenic purpura and

pancytopenia; postural hypotension, simple tachycardia, momentary fainting and

dizziness; cerebral edema; abnormality of the cerebrospinal fluid proteins; allergic

reactions of a mild urticarial type or photosensitivity; exfoliative dermatitis; asthma,

laryngeal edema, angioneurotic edema and anaphylactoid reactions; amenorrhea,

gynecomastia, hyperglycemia, hypoglycemia and glycosuria; corneal and lenticu-

lar changes, epithelial keratopathy and pigmentary retinopathy; some respiratory

failure following CNS depression; paralytic ileus; thermoregulation difficulties.

Why, then, given this history of adverse side effects, which includes some ad-

verse cardiac side-effects, would one highlight CPZ for cardiac hypertrophy (or any

cardiac problem) as a discovery to be pursued for humans? For control of psychotic

problems, CPZ may be the lesser of two evils, but does that hold true for control of

cardiac problems?

To validate my perceptions, I contacted two experts in cardiac hypertrophy, and

was told there is no sufficient evidence that would support pursuing CPZ for treat-

ing cardiac hypertrophy in humans and link to hypertrophic cardiomyopathy was

not clear.

This example illustrates the problem with using quantity-based measures to

associate with quality predictions. The authors ranking method emphasizes co-

occurrences and persistence of relationships. If CPZ has a persistent and frequent

history of being associated with adverse cardiac effects, both directly and as a mem-

ber of a class (phenothiazines) even more strongly associated with adverse cardiac

effects, then it would have a strong implicit relationship with cardiac hypertrophy.

The quality of the total somatic relationship is not necessarily positive, as this exam-

ple shows. While the authors ran some lab experiments showing that CPZ reduced

cardiac hypertrophy in mice [48], the relation may reflect a local optimization on

cardiac hypertrophy, and a global sub-optimization on overall somatic well-being.

I ran a shortcut LBD analysis combining some of our methods with Arrow-

smith, and found a potential discovery applicable to cardiac hypertrophy. Cereal

fiber has been shown to increase circulating adiponectin concentrations in diabetic

men and women [25, 26]. In turn, adiponectin, an adipocyte-derived protein, has

cardioprotective actions (e.g., [Adiponectin receptors] AdipoR1 and AdipoR2 medi-

ate the suppressive effects of full-length and globular adiponectin on ET-1-induced

hypertrophy in cultured cardiomyocytes, and AMPK is involved in signal trans-

duction through these receptors). AdipoR1 and AdipoR2 might play a role in the

pathogenesis of ET-1-related cardiomyocyte hypertrophy after myocardial infarc-

tion, or adiponectin deficiency leads to progressive cardiac remodeling in pressure

overloaded condition mediated via lowing AMPK signaling and impaired glucose

metabolism [22]. Therefore, use of cereal fiber in the diet could potentially con-

tribute to ameliorating cardiac hypertrophy, with probably very few or no adverse

side effects, and perhaps some positive side effects.
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Since our previous LBD studies have generated voluminous amounts (hundreds)

of potential discovery on each disease studied, I see no reason this would be different

for cardiac hypertrophy, and the single potential discovery presented here would be

one of very many resulting from a full study.

5.3 Definition of Prior Art

This third validation category brings us back full circle to the definition of discov-

ery and what is prior art. As an example, many LBD studies refer to the potential

discovery of Fish Oil for Raynaud’s Disease [9, 10, 12, 36, 45]. Use of Fish Oil for

circulatory problems was reported in the literature at least as far back as the 1970s,

and possibly even earlier. Papers in the late 1970s discussed the impact of Fish Oil

on atherosclerosis [1], thrombosis [8], vascular disease [14], and papers in the early

1980s also focused on vascular disease [7] and peripheral vascular disease [47].

While none of these papers mentioned Raynaud’s Disease specifically, how much of

a leap is it from peripheral vascular disease to Raynaud’s Disease? For example, [28]

lists drug therapies for peripheral vascular disease, and presents this information in

two categories: intermittent claudication and Raynaud’s Disease. Additionally, most

of the hospital Web sites I examined list Raynaud’s Disease under peripheral vascu-

lar diseases. Thus, depending on how broadly the core Raynaud’s Disease literature

is defined, Fish Oil may or may not have been a potential discovery.

6 Summary and Conclusions

In summary, this chapter has shown the importance of having rigorous definitions

of discovery and innovation, and using a rigorous vetting process to insure that no

prior art exists. While one can always identify further sources that could be checked

for prior art, nevertheless, the sources suggested in this chapter should be viewed

as a threshold before reporting potential discovery in the literature, I firmly believe

that one of the major roadblocks to wide-scale acceptance of LBD by the potential

user community has been the lack of real discovery reported in the literature. Until

more rigorous standards for defining discovery have been implemented, and more

rigorous vetting techniques used, LBD will have problems in taking its rightful place

in the arsenal of discovery weapons.
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Analyzing LBD Methods using a General
Framework

A.K. Sehgal, X.Y. Qiu, and P. Srinivasan

Abstract This chapter provides a birds-eye view of the methods used for literature-

based discovery (LBD). We study these methods with the help of a simple frame-

work that emphasizes objects, links, inference methods, and additional knowledge

sources. We consider methods from a domain independent perspective. Specifically,

we review LBD research on postulating gene–disease connections, LBD systems

designed for general purpose biomedical discovery goals, as well as LBD research

applied to the web. Opportunities for new methods, gaps in our knowledge, and crit-

ical differences between methods are recognized when the “literature on LBD” is

viewed through the scope of our framework. The main contributions of this chapter

are in presenting open problems in LBD and outlining avenues for further research.

1 Introduction

Literature based discovery (LBD), also known as text mining and knowledge discov-

ery from text (KDT), has garnered significant breadth and depth as a field of research

and development. The field is vibrant as seen for instance by the growing number
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of conferences, workshops, papers, commercial and free systems, and review papers

(e.g. Weeber et al. [27]). There is also a growing variety of LBD methods, orienta-

tions and applications. We observe that in general, LBD strategies are designed to fit

the problem at hand with methods selected or designed in a somewhat adhoc man-

ner. And since the space of text mining problems is broad (and growing), the range

of solutions proposed and applied is also broad. As a consequence, there is a bewil-

dering array of methods in text mining. While this situation offers almost free rein

to researchers, it also makes it challenging to determine what methods (or aspects

about methods) are most successful or most appropriate for a given problem in a

specific domain. Seemingly similar problems are sometimes addressed using signif-

icantly different approaches while certain LBD approaches exhibit broader appeal.

At this point, what is needed is a “meta-level” examination of the major milestones

in methods. Thus our goal is to begin such an examination by offering a bird’s eye

view of LBD research. In particular, we analyze methodologies in LBD papers using

a general framework. Some of the expected outcomes from such a framework-based

review are to be able to more effectively:

1. Compare and contrast research in LBD

2. Observe the gaps in research

3. Assess the prevalence of particular methods

4. Make comparisons across domains or type of text

5. Understand the relationship between LBD methods and problems being solved

6. Understand the evolution of ideas in LBD research

Although we select papers for review with a fairly broad brush, we do not claim

comprehensiveness in coverage. Likely the selections will reveal our own incli-

nations and preferences. Despite these built-in limitations, this framework-based

review, is to the best of our knowledge, a first attempt at domain-independent meta-

analysis of LBD research with a significant emphasis on methodology. We offer it

as a potentially useful starting point for discussion, extension and refinements by

others.

2 A Framework for Analyzing LBD Research and Development

LBD refers to automatic or semi-automatic efforts supporting end user exploration

of a text collection with the goal of generating or exploring new ideas. Specifi-

cally, LBD systems help form and/or explore hypotheses using large collections of

texts. LBD takes off from an age old process fundamental to fields of intellectual

endeavor such as the sciences, where ideas build upon prior published work. LBD

systems are of interest given their potential to consider very large sets of documents

as also documents from fields that a user would not normally study. Generating

or exploring hypotheses within such large-scale and heterogeneous document col-

lections typically implies effort well beyond human capacity. While offering these

advantages, LBD systems are far from reflecting the human acuity involved in the
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manual processes they try to emulate. In fact, LBD output is always tentative, re-

quiring end user decisions on suggestions to take forward and suggestions to reject.

The kinds of hypotheses of interest in LBD are those that somehow relate at least

a pair of entities. For example, an LBD system may suggest a financial connection

between two individuals, or a link between a gene and a disease, or indicate poten-

tial interest in a product from the view point of an organization, or find communi-

ties of people related in some novel way. LBD is clearly akin to data-mining from

structured data which also focuses on hypothesis formation and knowledge discov-

ery. The power of LBD is seen especially in its capacity to generate novel ideas

by bridging different areas of specializations represented in the text collection, thus

reflecting a multidisciplinary perspective.

LBD research has strong and early roots based in the research of Swanson and

Smalheiser (see chapter titled ‘Literature Based Discovery? The Very Idea’). Their

initial LBD efforts lead them to successfully postulate several hypotheses by linking

evidence extracted from different documents. However, these were accomplished

through significant manual effort. Since then a growing body of research, including

Swanson and Smalheiser’s own work with their ARROWSMITH systems,1,2 aims

at automating LBD. The overall approach is to try to automate as many of the key

steps in LBD as possible, thereby minimizing human intervention. LBD strategies

have been developed and applied to biomedicine in general and bioinformatics in

particular. These efforts typically involve the MEDLINE3 database with optionally

allied sources such as Entrez Gene4 and OMIM5 and vocabularies such as the Gene

Ontology [4]. LBD has also been applied to the humanities field as well as to knowl-

edge discovery problems on the web.

2.1 LBD Framework

Based upon our own experiences in LBD [22–24], including work on Manjal6, our

prototype biomedical LBD system, and our understanding of the literature, we pro-

pose a simple framework for analyzing LBD methods. The framework has the four

dimensions listed in Fig. 1. It allows us to understand and specify the key method-

ological choices made by the authors of the papers reviewed. It also allows us to

objectively compare studies and suggest instances where alternative methods may

also be beneficial.

Objects refer to the kinds of concepts (abstract or otherwise) that are the focus

of the LBD effort. In some cases these may refer to entities of a specific type such

as genes, perhaps even limited to genes of a specific species. Other studies may

1 University of Chicago version: http://kiwi.uchicago.edu/
2 University of Illinois – Chicago version: http://arrowsmith.psych.uic.edu
3 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?DB=pubmed
4 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=gene
5 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM
6 http://sulu.info-science.uiowa.edu/Manjal.html
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Objects

Links

Inference methods

Additional data /knowledge sources

Fig. 1 LBD framework

involve multiple varieties of entity types such as persons, organizations and prod-

ucts. In still other cases, the LBD objects may be a collection of “topics” where top-

ics may refer to PubMed queries (e.g. (“hypertension” AND (“2001/01/01”[PDAT]:

“2006/12/31”[PDAT])). Given a particular kind of object (entity), say genes, studies

may differ on what information is used to derive representations for each gene. One

could use, for instance, MEDLINE records related to the gene as the representation,

or the gene’s sequence, or its MeSH profile, or the MEDLINE sentences in which

the gene name or its alias appears. Even with a given source, say MEDLINE records,

variations are possible. One may retrieve records from PubMed using the disjunc-

tion of the gene’s various names. Or, one may use only those documents that provide

evidence of GO based annotation for the gene. Additionally, weights are sometimes

allocated to the different features in the representation. One document (or a sentence

or a MeSH term) may be more central to the gene than another. And of course dif-

ferent studies may employ different weighting strategies, including none at all. Thus

while analyzing the success (or failure) of LBD methods for specific problems, one

has to pay careful attention to the kinds of objects and their representations used.

Links represent associations between objects of interest. Links may vary from

straightforward co-occurrence based connections to similarity-based assessments

to more semantically motivated relationships. These may be obtained in different

ways, e.g., from curated or automatically generated databases or extracted from texts

using pattern recognition or more advanced NLP methods. As with objects, links

may also be weighted. Additionally these may be directed and/or labeled. Multiple

links between objects may also be used. Each of these options and their various

combinations offer different capabilities to an LBD system.

Inference methods refer to the reasoning strategies used to identify implicit con-

nections between objects. In the simplest case, one may use a transitive relationship

between two objects to infer a novel connection. Extensions of this idea lead to

the classic strategies of Open and Closed discovery (see chapter titled ‘Literature

Based Discovery? The Very Idea’). Other methods are also available. For example,
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connections may be inferred between two objects if their representations (retrieved

documents, MeSH profiles) are very similar even if they do not co-occur.

The final dimension refers to whether additional sources are used within the LBD

process. For example, sequence data or disease mapping to chromosomal regions

may be used to constrain the LBD hypotheses generated regarding putative links

between genes and diseases. Similarly, geographical co-location may be used to

limit the potential customers of products suggested by the LBD process.

To close this section on our framework, it may be that two studies with different

goals use methods that are quite similar. This would indicate the generalizability

of the methods. On the other hand two methods applied to the same goal could

look very different. This might imply flexibility in the problem. It may also call for

or lead to direct comparisons of the two methods. More generally, the framework

might also point to dimensions that are less well explored than others. Thus our goal

is also to identify open areas for research on LBD.

We now analyze select LBD research using our framework. Reviews of LBD

methods are done primarily based upon descriptions in published papers. We present

our analysis in three parts. In Sect. 3 we analyze a set of papers that directly target

the discovery of gene–disease connections. By focusing on this subset of LBD re-

search we will highlight the variability across methods even when they have the

same LBD goal. In Sect. 4 we study general purpose LBD systems in biomedicine.

Finally in Sect. 5 we examine LBD applications on the web. Each part includes an

analysis of methods covered. Following this, in Sect. 6 we present our conclusions.

3 LBD for Postulating Gene–Disease Connections

Postulating novel connections between genes and diseases is a major emphasis in

bioinformatics text mining. In all papers reviewed in this section, gene–disease links

are postulated without qualification as to the type of link. For each study reviewed

(throughout the paper) we identify its major features in terms of the key dimensions

of our framework. We present Objects, Links and Inference Methods in a table.

Additional knowledge sources are described in the discussions. By default, links are

considered weighted, symmetric and unlabeled. Otherwise, unweighted links are

marked with a U in the Notes column, asymmetric weights with an A and labeled

links with an L. These qualifications under Notes apply only to the links.

3.1 G2D (Perez-Iratxeta et al. 2002)

G2D [20] is a system that ranks candidate genes for genetically inherited diseases

for which no underlying gene has yet been assigned. The key objects and link

are shown in Table 1. Two types of links are core to their procedure. Although

both involve MEDLINE as the source, records supporting the links are extracted

in different ways. The first link type (L1) associates ‘pathological conditions’ and
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Table 1 G2D – Perez-Iratxeta et al. (2002)

Type ID Object type Object representation/link derivation Notes

O1 Disease Disease manifestations (category C MeSH terms) –
O2 Chemical Chemical (category D MeSH terms) –
O3 Annotation GO term –
O4 Gene sequence From RefSeq –
O5 Gene sequence From chromosome region of disease –
L1 O1, O2 Co-occurrence in MEDLINE records

about disease of interest
L2 O2, O3 Co-occurrence between O2 and O3 in MEDLINE

records used as evidence to annotate sequences
O4 with O3

L3 O1, O3 Inferred through L1 and L2
L4 O3, O4 O3 annotates sequence O4 L
L5 O4, O5 Homology U
L6 O1, O4 L3 and L4
L7 O1, O5 Inferred from L5 and L6
IM Average of fuzzy scores representing best paths between disease and GO terms

‘chemical terms’. Pathological conditions are represented by category ‘C’ MeSH

terms while chemical terms are category ‘D’ MeSH terms. L1 strength is a symmet-

ric weight and is calculated as the number of MEDLINE records with both terms

divided by the number of records having either term. The second link type (L2)

connects ‘chemical terms’ and GO terms describing protein function. L2 strength

is also symmetric and is calculated as the number of records having the chemical

term and also providing evidence supporting annotation by the GO term in RefSeq7

divided by the number of records with either feature.

L3 is inferred between the pathological condition and GO term pairs. Since sev-

eral chemical bridges are possible between a pair, the weight is a fuzzy score rep-

resenting the best possible chemical bridge. It is symmetric and is calculated as the

product of weights for the best chemical path. Given that a disease may be charac-

terized by several pathological conditions, the L3 weight between a disease and a

GO term is the highest weight calculated for any of its manifestations. They rank

candidate sequences using the homology between RefSeq annotated sequences in

the chromosomal region to which the disease is mapped (L5). Ranking of candidate

sequences to a disease is by the average of the scores calculated for each of their

GO terms and the disease.

Thus when we look closely at their methods at least five types of objects and

seven link types may be identified. Notice also for example, that their approach

looks for the best path connecting a GO term to a disease using disease patholog-

ical conditions and chemicals as bridges. However, the score for a candidate gene

is not the best offered through its annotations, but the average. This score is then

normalized as an R score to allow for standardized comparisons.

7 http://www.ncbi.nlm.nih.gov/RefSeq/
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3.2 eVOC (Tiffin et al. 2005)

The authors use the eVOC Anatomical System ontology8 as a bridging vocabulary

to select candidate disease genes [26]. (We refer to this system as the eVOC system.)

Specifically they exploit information on the genes’ expression profiles within tissues

affected by the disease of interest. As described by them, researchers may mine asso-

ciations between disease and affected tissues without having a clinical understand-

ing of the disease. This connection may then be applied to the selection of candidate

genes for the disease. The authors state that the eVOC anatomical terminology has

the advantage of being simple and purely descriptive, without the interpretational

bias that may be associated with functional annotation systems such as GO. Table 2

identifies the key objects and links in their approach.

The authors first identify the top ranked eVOC terms for a given disease

(through L3). This is done by calculating a score that depends upon how fre-

quently a term is associated with the disease in MEDLINE (L2), as well as upon

how often the term is used to annotate RefSeq genes (L1). The former is an asym-

metric weight calculated as the number of abstracts containing both the disease

name and the eVOC term divided by the number of abstracts with the disease name.

The later weight is also asymmetric and is calculated as the number of RefSeq genes

annotated by the term divided by the number of annotated genes. Here annotation

counts for an eVOC term include counts for descendent terms in the eVOC hierar-

chy. Finally the L3 weight between each eVOC anatomy term and disease name is

calculated as [2 ∗ association weight + annotation weight]/2. They then select the

top scoring n eVOC terms as characterizing the disease. L5 which is the inferred

link to new genes considers expression based annotation obtained from the Ensembl

genomic database9. The final candidate gene list contains those annotated with at

Table 2 eVoC – Tiffin et al. (2005)

Type ID Object Type Object representation/link derivation Notes

O1 Disease Disease term (and retrieved MEDLINE set) –
O2 eVoc term eVoc term (and retrieved MEDLINE set) –
O3 Gene RefSeq entries –
O4 Gene Gene entries in Ensembl –
L1 O2, O3 Frequency based annotation weight A
L2 O1, O2 Frequency based association weight A
L3 O1, O3 Score from L1 and L2
L4 O1, O4 Expression of O3 in O2 tissues from Ensemble L
L5 O1, O4 Inferred from L3 and L4
IM Genes annotated with at least n−m of the n top ranked eVOC terms

characterizing the disease

8 http://www.sanbi.ac.za/evoc
9 http://www.ensembl.org/Homo sapiens/martview
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least n−m of the eVOC terms characterizing the disease. m functions as a slack

parameter on the degree of matching. Optimal values for n and m were determined

using training data and then evaluated on an independent test dataset.

3.3 BITOLA (Hristovski et al. 2001, 2003)

BIOTLA [13, 14] is a text mining system designed for the biomedical domain in

general. We include it here as it has also been extended to identify novel genes

for diseases. Using association rules with confidence and support scores, BITOLA

builds on Swanson and Smalheiser’s Open and Closed discovery strategies. In their

earlier work [14], objects of interest are represented only by MeSH concepts. In

later work [13], tailored to the gene–disease problem, they also consider gene names

(that are not necessarily MeSH terms). Links are derived from co-occurrence data

and are weighted by confidence and support scores. The confidence in a link be-

tween two MeSH concepts X and Y is an asymmetric weight which is the number

of records having both X and Y divided by the number of records with X alone (or

Y alone depending upon the perspective). Given a starting concept, X, associated

Y concepts are found. Z concepts that are in turn associated with Y are identified.

Each X–Z combination defines a novel relationship if they are not already directly

associated. Filters may be applied to constrain the nature of the bridging Y concepts

to those belonging to specific UMLS10 semantic types of interest. Similarly links

may be filtered based on threshold values for confidence or support. In the later ver-

sion, tailored to the gene–disease application, they also provide filters to constrain

the gene and disease to the same chromosomal region. They were able to postulate

FLNA as a candidate gene for Bilateral perisylvian PMG, a malformation of cor-

tical development in the brain [13]. More details about BITOLA are available in

the chapter titled ‘Literature-Based Knowledge Discovery using Natural Language

Processing’. In Table 3 we show the key objects and links in their approach when

Table 3 BITOLA – Hristovski et al. (2003)

Type ID Object type Object representation/link derivation Notes

O1 Disease Disease MeSH term (and corresponding MEDLINE –
records with this term)

O2 Cell function MeSH term of UMLS semantic type “cell function” –
(and corresponding MEDLINE records with this MeSH term)

O3 Gene Gene names or aliases (and corresponding –
MEDLINE set with any of these terms)

L1 O1, O2 Confidence in O2 given O1 A
L2 O2, O3 Confidence in O3 given O2 A
L2 O1, O3 Inferred from L1 and L2 with added chromosomal constraint A
IM Association rules exploiting transitivity with calculated confidence and support scores

10 http://www.nlm.nih.gov/research/umls/
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terms with the UMLS semantic type cell function are chosen as bridges between

diseases and genes.

One observation to make at this point is that final scores on suggestions do not

incorporate weights calculated for the intermediate links through the bridging Y

pathways. Thus although a suggested Z concept may have a high confidence con-

nection to its Y concept, this Y in turn may have a low confidence connection to the

starting X concept (relative to other Y terms on the list).

3.4 Adamic et al. (2002)

In this work [2] the authors identify gene symbol occurrences (official and alias

symbols) in MEDLINE records retrieved for a given disease. They then calculate

the strength of the relationship between the gene and the disease by comparing the

observed number of documents and the expected number of documents in which

the gene is mentioned. Expected frequencies are determined assuming a random

distribution of the gene term. They state that their work could be used to maintain a

list of known genes for a disease. They do not explicitly explore “new” connections.

However we include their research here as this approach of identifying genes that

exhibit a statistically significant occurrence pattern in the disease literature is at the

foundation of several papers and systems (Table 4).

One example is the newly formed Autoimmune Disease Database [16]. In it oc-

currences of gene names in document sets retrieved for diseases or disease names in

document sets retrieved for genes are assessed for significance. LitMiner [18] also

uses co-occurrence as the basis for relating two entities. Several types of entities

are considered including genes and diseases. Unlike the Adamic et al. effort their

link weight is symmetric and is calculated as the observed co-occurrence frequency

divided by that expected by chance alone. MedGene11 [15] is our last example of a

system that relies on co-occurrence data. After comparing several statistical meth-

ods such as chi-square and Fishers exact probabilities, the authors select a symmet-

ric measure called the natural log of the product of frequency. This is the product of

two ratios. One is the disease–gene co-occurrence frequency divided by the disease

frequency. The other is the disease–gene co-occurrence frequency divided by the

gene frequency.

Table 4 Adamic et al. (2002)

Type ID Object type Object representation/link derivation Notes

O1 Disease Disease search terms –
O2 Gene Names and aliases –
L1 O1, O2 Occurrence of O2 in MEDLINE records A

retrieved by O1
IM Comparison of observed and expected occurrences

of O2 in O1

11 http://hipseq.med.harvard.edu/MEDGENE/login.jsp
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3.5 Wilkinson and Huberman (2004)

Wilkinson and Huberman [28] take the notion of significant co-occurrences and ex-

pand it to get additional capabilities. Specifically they explore methods for finding

communities of genes that are likely to be functionally related in a given context

such as that defined by a particular disease. Given a set of documents for a disease,

they first identify occurrences of gene and protein names in each article. They then

limit the identified gene set to those that are statistically relevant to the topic (dis-

ease). This is again done by comparing the observed number of gene occurrences

with the expected number estimated, assuming no correlation between the gene and

the disease. Specifically, given that two uncorrelated terms co-occur according to

a binomial distribution, they consider observed gene-disease co-occurrences of at

least one standard deviation greater than the binomial expected value as statistically

relevant (Table 5).

They then create a co-occurrence network of the relevant genes and apply a

graph partitioning algorithm to identify communities. Links in the network are not

weighted and simply indicate that the genes co-occur. Their graph partitioning al-

gorithm is based on the concept of the “betweenness centrality” of an edge. The

betweenness of an edge AB is defined as the number of shortest paths between pairs

of other vertices that contain AB. The edge with the highest betweenness is likely

an intercommunity edge and is removed, thus breaking up the network into two or

more connected components. This process iterates till certain stopping conditions

are met. At each iteration the betweenness scores are recomputed. At the end, con-

nected gene sets are declared to form a “community”.

When applied to the disease topic ‘colon cancer’, the authors show that function-

ally unrelated genes tend to be placed in separate communities even if they exhibit

some co-occurrence. Their method is offered as an approach for summarizing avail-

able information. The communities also indicate new directions for research based

on connections among genes that may otherwise be overlooked or that would re-

quire much time and effort to be found manually. Their paper presents an analysis

of select gene communities found for colon cancer. For example, they show that

COX-1 and COX-2, isoforms of cyclooxygenases, are correctly placed in different

communities as they are involved in different mechanisms. They also suggest pos-

sible connections between a set of phospholipase A2 genes and the gene FACL4 in

the context of this disease.

Table 5 Wilkinson and Huberman (2004)

Type ID Object type Object representation/link derivation Notes

O1 Disease Disease terms (and corresponding MEDLINE –
records with these terms)

O2 Gene Occurrences of names and aliases in O1 documents –
L1 Set of O2 Membership in a common community
IM Identify connected components by splitting the network

using criteria based on “betweenness”
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3.6 Analysis of Gene-Disease LBD Approaches

Objects: Given our selection of papers, the key objects are in all cases genes and

diseases. However, we observe differences in representation across the studies.

Representing a disease by its MeSH term or by its free-text terms can make a signif-

icant difference. For example, alopecia areata retrieves 1,768 records when limited

to MeSH whereas it retrieves 17% more records (2,069) when searched without

any limits. Also diseases are sometimes represented by their document set and

sometimes by the documents sets corresponding to their pathological conditions.

With genes we see an even greater variety in representation – from the occurrences

of gene names and aliases in MEDLINE to gene sequence and gene expression

data. Note also that the set of genes considered itself may vary. For example, G2D

considers only those sequences that map to the disease chromosomal region while

BITOLA allows this as an option.

Links: Even greater variability is seen in the types of links utilized. First, it is

not surprising to see co-occurrence used for predicting disease–gene connections

(Perez-Iratxeta et al., Adamic et al.) as co-occurrence is widely used in informa-

tion extraction and text mining research. Examples include the efforts on predicting

gene–gene relationships [18], transcription factor associations [19], and protein–

protein interactions [7]. In each of the studies reviewed here some statistical assess-

ment is undertaken to gauge significance of the proposed relationship. Typically

this is some comparison of the observed co-occurrence frequency and the frequency

expected assuming that the two objects are randomly paired.

Consider now the approach that takes advantage of intermediate conceptual

bridges (links) such as through chemical terms (G2D), through eVOC (anatomi-

cal) terms and through terms representing cellular functions (BITOLA). In effect,

these methods require particular varieties of semantics to tie the disease and the

gene. An open question is how to determine the advantages gained by these se-

mantic constraints when compared with co-occurrence based efforts. Likely false

positives drop due to these requirements. However, is it the case that text mining,

designed to moor on the fringe of the known, is better served by less constrained

methods? Possibly this question can only be answered empirically.

Comparing the studies that use intermediate links also begs the question as to

which type of connector is more effective. A point to note in this regard is that in

G2D the disease and gene are at least four steps apart as its logic takes one from a

disease to its pathological conditions to chemicals to GO annotations to RefSeq se-

quences to homologous sequences in a chromosomal region. Whereas in the eVOC

approach only three steps are involved. Now is it the case that with every additional

step there is an added risk of error? More fundamentally how do these different

connectors, chemical and functional links as in G2D and anatomical links as in the

eVOC system, compare? Could the GO cellular component vocabulary be used as

effectively in G2D? Note that one could also use genes themselves as connectors be-

tween diseases and other genes. For example, in Chilibot [8] this strategy has been

used to discover connections between phenomenon (such as long-term potentiation)
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and other genes. Genes as connectors are also implicit in the research by (Wilkinson

and Huberman) on finding gene communities for diseases.

Clearly one direction of research is to explore more vocabularies as potential

connectors. A related research direction is also to use vocabularies in combination

which would require the study of evidence combination models. The choice of

connector(s) could also be problem specific, i.e., depending on what is know about

the particular disease. In that case a more general approach leaving the choice of

conceptual bridge to the user as in BITOLA might be the best. This is another area

where more research could be done. Moreover, as we accumulate experience with

vocabularies for connectors, we might even begin to identify preferred characteris-

tics (in addition to semantics). For instance, it may be that the more specific term

subsets of a GO vocabulary are of greater value. Or, perhaps terms with high usage

are more important. Observe that weights in the eVOC system are directly related

to frequency of annotation with the term.

Inference methods: Differences in how measures exploit co-occurrence data are ob-

vious but probably not as significant as other differences that may be observed. For

example, inference methods that rely on a single path (BITOLA and G2D for links

between GO terms and diseases) are categorically different from those that favour

multiple paths. The eVOC system expects to find at least m−n bridging anatomical

concepts out of the n characterizing a disease. That is a tighter constraint. In a sense

an extension of this notion is found in the research of Wilkinson and Huberman

where the level of interest in a gene depends upon the ‘community’ to which it

belongs.

A second major aspect to consider is one that is almost never addressed in text

mining sytems. This aspect arises in the context of symmetric versus asymmetric

methods. Given a system, can one expect to get consistent results whether we start

from a disease seeking genes or we start from a gene seeking diseases? Take for

example BITOLA that uses an asymmetric measure. Given the way in which con-

fidence scores are computed, it is not clear if compatible results will be obtained.

These scores are conditional probabilities that rely on the starting condition and

the condition at each node of the path leading to the target. Thus directionality will

matter. Of course, there is a natural perspective on a given problem, namely, the

perspective of the user. However, it may be the case that for a given disease D, a

gene G is identified as most interesting. Whereas from the perspective of the same

gene, D may not be the most interesting disease. Perhaps one possible approach

with asymmetric strategies would be to traverse both directions for a given problem

and take the intersection of the top ranking suggestions.

Additional Knowledge Sources: While making explicit the additional sources used,

our framework also suggests alternative designs. For example, the genes (O3 in

Table 2) in the eVOC study could be represented by MEDLINE searches and L1

could be the co-occurrence in MEDLINE of eVOC terms and gene names. Assess-

ing this strategy would at least tell us about the added value of using expression data

from Ensemble. Alternatively, diseases could be represented by their description in
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OMIM (and optionally also the linked documents) and the eVOC terms could be

identified in these descriptions. As a final example, one could perhaps extend both

the G2D system and the eVOC study to consider communities of genes where the

edges between genes are drawn as a function of their common tissue expression

patterns or their sequence similarities.

4 General Purpose Biomedical LBD Systems

We now consider LBD systems designed as general purpose biomedical text mining

systems. Such systems are not tied to specific applications such as the discovery

of gene–disease associations or protein–protein interactions. ARROWSMITH,

BITOLA, IRIDESCENT, LitLinker and Manjal are some of the key domain inde-

pendent systems available for use on the Web. In addition there are the research

efforts of Weeber et al. [27] and Gordon and Lindsay [10], among others, which

have extended and explored LBD strategies. Except for Manjal, the LBD systems

listed above are (likely to be) described in detailed in other chapters of this book.

Hence they will only be briefly reviewed here. In addition we present Manjal, a

general purpose LBD system that we have developed at the University of Iowa.

BITOLA [13, 14] has also been described in the context of gene–disease links.

As shown in Table 6 the objects of interest in BITOLA are topics represented by

MeSH terms. The later version (2003) expands this to include genes as represented

by their names and aliases. Open and Closed discovery are offered but the greater

emphasis appears to be on using Open discovery to identify indirect relationships.

BITOLA computes support and confidence from the association rules formalism to

gauge the association strength between concept pairs. ARROWSMITH is likely the

oldest general purpose LBD system implemented. There are presently two versions

of ARROWSMITH, viz., University of Chicago version and University of Illinois –

Chicago version. Both implement Closed discovery. The University of Chicago ver-

sion allows one to upload two sets of retrieved MEDLINE records corresponding to

two topics. These sets are then compared to find the list of intersecting title words,

phrases and MeSH terms. These intersections are presented to the user as a ranked

list where the ranking strategy also considers the common MeSH terms between the

two starting query topics. The key difference in the University of Illinois – Chicago

version is that the literature search step is integrated into the discovery system.

As described on their web site, LitLinker12, considers objects represented by

MeSH terms and implements Open discovery. According to the description in

[21], they exploit correlations between terms calculated using the Apriori algo-

rithm [3]. Finally there is the commercial system IRIDESCENT [29, 30]. It in-

cludes genes; diseases, disorders, syndromes or phenotypes; chemical compounds

and small molecules; and drug names as objects. Although not truly a general pur-

pose system, we include it here given its variety of objects and, we believe, its exten-

sibility. Across a few papers they experiment with different probabilistic measures

12 http://litlinker.ischool.washington.edu/
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Table 6 General purpose biomedical LBD systems

Type ID Object type Object representation/link derivation Notes

BITOLA
O1 Topic MeSH concept and retrieved MEDLINE records –
L1 Pairs of topics Co-occurrence A
L2 Pairs of topics Implicit: connections through intermediate MeSH A

terms of specified semantic type
IM Open discovery with confidence and support weights

ARROWSMITH (U. Chicago and U. Illinois – Chicago)
O1 Topic PubMed search and retrieved MEDLINE records –
L1 Pairs of topics Co-occurrence
L2 Pairs of topics Implicit: connections through shared title words,

phrases, MeSH terms
IM Closed discovery with frequency based weights

LitLinker
O1 Topic MeSH term and retrieved MEDLINE records –
L1 Pairs of topics Co-occurrence A
L2 Pairs of topics Implicit: connections through intermediate MeSH A

terms of specified semantic type
IM Open discovery with weights calculated using support

IRIDESCENT
O1 Disease OMIM entries and retrieved MEDLINE records –
O2 Genes Entrez Gene entries and retrieved MEDLINE records –
O3 Chemicals MeSH concepts and retrieved MEDLINE records –
O4 Drugs (from FDA) and retrieved MEDLINE records –
O5 GO terms (from GO) and retrieved MEDLINE records –
L1 Pairs of objects Co-occurrence
L2 Pairs of objects Implicit: connections through other objects
IM Open discovery with probabilistic weights

Manjal
O1 Topic PubMed search and topic profile from retrieved

MEDLINE records
–

O2 Topic MeSH concept and topic profile from retrieved MED-
LINE records

–

L1 Pairs of topics Co-occurrence
L1 Pairs of topics Profile similarity
L3 Pairs of topics Implicit: related through other topics A
IM Open discovery, closed discovery, multi-topic analysis, bipartite topic analysis

TFIDF weights

of association that may be used to gauge the relatedness between a pair. In [30],

for example, they study mutual information and extend these in two ways to as-

sess the value of implicit relationships identified using an Open discovery model.

The extensions consider the different pathways connecting the two objects. Using

IRIDESCENT they found, for example, that the drug chlorpromazine, which is nor-

mally used to treat problems such as psychotic disorders and also severe hiccups,

would also reduce the progression of cardiac hypertrophy.
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4.1 Manjal

Manjal, available on the Web13 offers a variety of LBD options for mining MED-

LINE. In each option a user specifies one or more topics, where a topic is any valid

PubMed search. For each input topic provided, Manjal first retrieves records from

MEDLINE after which it builds its profile, which is simply a weighted vector of

terms. Terms are from the MeSH or/and RN fields of the records. Profile terms are

assigned TF*IDF weights with cosine normalization. All the text mining functions

offered in Manjal operate on top of these profiles. In essence, these functions can

make use of similarities calculated between topic profiles, employ MeSH terms and

their profiles as bridges between topics and relate topics based on shared MeSH

terms. In addition Manjal also offers co-occurrence based analysis.

Manjal users may conduct Open discovery runs starting with a single topic. The

end result is a ranked list of MeSH terms, organized by semantic type. Each ranked

MeSH term represents a topic that might have an interesting (and implicit) connec-

tion to the starting topic. Bridging topics are also presented. In the Closed discovery

option two topics are provided as input and their MeSH profiles are created. The

MeSH terms they share and their combined weights provide the tentative bridges

between the two starting topics. A third function extends the notion of the two-

topic Closed discovery function to work with larger sets of topics. Profiles are built

for each topic and the neighborhood of any given topic may be explored. Neigh-

borhoods may be selected on the basis of profile similarity or on the basis of co-

occurrence frequency. Manjal’s user interface is graphical and interactive. Both

nodes and links may be clicked to obtain further details including for example, the

corresponding set of PubMed documents.

An upgraded beta version of Manjal (not public, access available by request)

offers additional functions. For example, it allows analysis of bipartite topic sets.

This is appropriate when the problem naturally breaks down into two groups of

topics. For example, the two sets of topics could be a set of diseases and a set of

genes, or a set of environmental toxins and a set of diseases etc. Using this function

one may for example, rank members of one set in terms of their association with

members of the other set.

In all of the above functions the user may constrain the text mining process by

specifying the types of connections desired. Indeed it is desirable to do so as oth-

erwise the process could generate an overwhelming amount of information. This is

done by allowing only terms from certain UMLS semantic types to participate in the

process. For example, in Open discovery the intermediate terms may be restricted

to those of type Cell Function or Gene or Genome.

Manjal has tested successfully on a set of “benchmark” LBD problems that de-

rive from the research of Swanson and Smalheiser [23]. This replication study is the

most extensive performed thus far. Manjal has also been used to propose a beneficial

relationship between the dietary substance Curcumin Longa also known as turmeric

and disorders such as retinal diseases, Crohn’s disease and problems of the spinal

13 Manjal: http://sulu.info-science.uiowa.edu/Manjal.html



90 A.K. Sehgal et al.

cord [24]. The postulated connections were through biochemical pathways involv-

ing several genes such as inflammatory genes. Interestingly, a recent pilot study [12]

has been published where a pure curcumin preparation was administered to patients

with ulcerative proctitis and patients with Crohn’s disease. The authors conclude

that the results encourage follow-up double-blind placebo-controlled studies.

4.2 Analysis of the General Purpose LBD Systems

Objects: We observe significant differences in how topics are conceptualized

in these systems. With ARROWSMITH and Manjal users may start with any

search that is legitimate in the PubMed system. However, the difference between

these two is that in Manjal intermediate topics are defined by MeSH terms whereas

with ARROWSMITH these are terms from the free-text fields. The remaining sys-

tems either limit themselves to MeSH for topic specification or to predefined objects

whose names (or aliases) appear somewhere in the MEDLINE records. These dif-

ferences are fundamental. For example, when the user is constrained to MeSH as

input, complex queries such as erythromycin AND antihistamines AND hyperten-
sion cannot be considered. More generally, the space of input topics is unbounded

with ARROWSMITH and Manjal. Whereas, with BITOLA and LitLinker, these

are bounded by the MeSH vocabulary. A possible extension that remains consistent

with the parameters of these systems is to allow for combinations of MeSH concepts

as input topics. This would certainly remove some of the constraints, albeit at the

cost of having to calculate various frequency based statistics at run time.

Links: As seen in LBD systems exploring gene–disease connections, there are dif-

ferences in the way co-occurrence is used (or not) to define links. However, what

is more interesting is the remarkable absence of “semantic” links. For example, al-

though IRIDESCENT identifies disease sets, gene sets etc. from curated resources, it

appears to ignore the links between the two object types available from say OMIM.

The larger question to address concerns the extent to which these LBD systems may

benefit from the inclusion of expert acknowledged relationships as available in cu-

rated databases. One option may be to utilize known relationships harvested from

sources such as Entrez Gene and OMIM to build a network of associated objects.

This could then be the basis of Open and Closed discovery algorithms. A second

option could be to use a hybrid approach that allows one to smoothly incorporate

both semantic relationships along with co-occurrence based information. Exploring

evidence combination models is then an important research direction.

Points raised earlier about identifying implicit relationships from single paths

versus multiple paths also apply here. IRIDESCENT, for example, probabilisti-

cally assesses the strength of the association between the target topic (in Open

discovery) and the collection of intermediate topics connecting to the starting topic.

Manjal also calculates a weight that is a function of the number and importance

rating of intermediate paths. In contrast BITOLA, for example, offer single link
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paths. Their relative merits remain unknown though at the intuitive level strategies

favouring multiple paths may be more reliable.

Inference Methods: The final aspect to (re-)consider is that of symmetric versus

asymmetric inferencing strategies. Again, it is not clear as to the role of direction in

all of these systems. Whether one starts with a gene topic looking for novel diseases

or vice versa, it is unclear if compatible results are obtained. This too remains an

open research area in the context of these general purpose LBD systems.

5 Predicting Relationships from the Web

We now turn our attention to efforts on discovering novel links from the Web.

The main emphasis has been on discovering connections between people. How-

ever, some effort has been devoted to finding connections involving companies and

industries as also between web pages.

5.1 Adamic and Adar (2003)

Adamic and Adar [1] aim to predict relationships between students at MIT and

Stanford based on the similarity in characteristics extracted from their home pages.

Specifically, the authors use the text, hyperlinks (inlinks and outlinks), and mailing

list subscriptions on the web pages to “profile” students. Each individual feature is

weighted by the inverse log of its frequency. Profile similarity is computed as the

sum of the weights of the features in common. The authors also analyze predictions

based on the individual feature types and find that the text of the home pages acts

as the best predictor of a relationship. Table 7 represents the key objects and links.

Table 7 Adamic and Adar (2003)

Type ID Object type Object representation/link derivation Notes

O1 Students at Stanford (i) Text words in Home Page –
(ii) Inlinks in Home Page
(iii) Outlinks in Home Page
(iv) Mailing lists in Home Page
(v) Composite of above

O2 Students at MIT (i) Text words in Home Page –
(ii) Inlinks in Home Page
(iii) Outlinks in Home Page
(iv) Mailing lists in Home Page
(v) Composite of above

L1 O1, O2 Sum of weights of features in common
IM Similarity in profiles
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Table 8 BenDov et al. (2004)

Type ID Object type Object representation/link derivation Notes

O1 Person Name and retrieved news items –
as identified by ClearForest software

L1 Pairs of people Co-occurrence in sentence U
L2 Pairs of people (from L1) Implicitly via other people U
IM Transitive relationships

Further analysis of the predictions made for the Stanford students can be found

online14. Note that this research does not rely on co-occurrence as the home pages

of two individuals are unlikely to overlap. We regard this research as LBD albeit

working off non-traditional “documents”.

5.2 Ben-Dov et al. (2004)

Working off approximately 9,100 documents from four news sites: CNN, BBC, CBS

and Yahoo, the authors of this paper [5] identify novel relationships between person

entities. Two entities are explicitly connected if they co-occur in a sentence. Two

entities are implicitly connected if they form part of a transitive structure with an

intermediate entity. For example they connect Osama Bin Laden and Pope John Paul

via Ramzi Yousef. Bin Laden is connected to Yousef in several ways. For example

one document mentions that Yousef stayed in Bin Laden’s house. Two documents

mention a book by Simon Reeve called “The New Jackals: Ramzi Yousef, Osama

bin Laden and Future of Terrorism”. Yousef is connected to the Pope by reports on

an attempted assassination. They identify entities in the news articles using an in-

formation extraction tool (ClearForest15). They also extract semantic links between

entities using NLP-based methods such as by identifying patterns involving noun

phrases, verbs, etc. However, they do not use semantic links for knowledge discov-

ery. Table 8 shows the details.

5.3 Cory (1997)

Although the research described in this paper [9] addresses the humanities domain in

general, the author also focuses on relationships between people. This work is a di-

rect application of Swanson’s Open discovery approach to humanities data obtained

14 http://www.hpl.hp.com/research/idl/papers/web10/frequency.html
15 http://www.clearforest.com/
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Table 9 Cory (1997)

Type ID Object type Object representation/link derivation Notes

O1 Writer Name and retrieved records from humanities index –
L1 Pairs of writers Co-occurrence U
L2 Pairs of writers (from L1) Implicitly linked via other writers U
IM Transitive relationships

from the humanities index (under the WILS database)16. The aim here is to identify

new analogies. The author says that this application domain is difficult because the

language of humanities articles is not as structured and formal as that of medical ar-

ticles. The author notes that person names fits the bill and uses those. Starting from

a person (A) Cory retrieves documents from the humanities index and then identi-

fies people names (Bs) in the titles other than A itself. Semantics for the relations

between the Bs and A are manually established from the documents and interest-

ing Bs identified. For each of these Bs, Cory conducts fresh searches and identifies

names (Cs) in the titles of the new articles retrieved and again relation semantics

are manually established. Then via a transitive analysis the author connects A with

interesting Cs. A relationship is novel if a query containing both A and C does not

retrieve any documents (Table 9). Cory finds a novel analogy for the twentieth cen-

tury writer Robert Frost in the form of a classical second century BCE Greek writer,

Carneades, via a nineteenth century writer, William James (1842–1910).

5.4 Kumar et al. (1999)

In this paper [17] the authors describe an approach to identify online communities.

They concentrate on “new” communities that are not yet established or are implic-

itly defined. By this they mean communities at a finer level of detail such as the

community of turkish student organizations in the US. These communities are typ-

ically not yet listed on any web portal. Their operational definition of a community

is a densely connected bipartite subgraph known as a ‘core’. A core consists of fans

that are pages with outlinks and centers that are pages with inlinks. Fans can be

thought of as specialized hubs and centers are the pages with the required informa-

tion. The authors define an iterative procedure that consists of many pruning steps.

Starting from a large set of nodes they keep pruning until they identify a commu-

nity (or core) in which both the fans and centers have a minimum number of out-

links and inlinks respectively. Using data crawled by Alexa, consisting of over 200

million web pages, they identify communities such as the Australian Fire Brigade

Services. They also explore temporal analysis to verify how many communities,

16 We acknowledge that we have stretched our definition of Web based LBD works to include this
WILS database research. We do this given the innovativeness of the work and its direct use of LBD.
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out of a random sample of 400 communities identified, survive for more than 18

months. Interestingly they found that approximately 70% of the communities were

still alive (Table 10).

5.5 Tan and Kumar (2001)

Tan and Kumar [25] propose an approach to identify novel links between web pages

from sequences in user session data. The aim is to help in restructuring web sites

so as to better conform to the navigational behavior of users. They do this by iden-

tifying sequential and non-sequential indirect associations from user session data.

They first identify all the frequent itemsets from the data (using algorithms such as

the Apriori algorithm [3]). In the non-sequential case they postulate indirect associa-

tions between pairs of unrelated pages if they share intermediate sets of pages, called

Mediator sets, that are frequently associated with them. In the sequential case they

identify intermediate sequences, called mediator sequences, and infer indirect con-

nections between pairs of unrelated pages that share mediator sequences via three

kinds of inference mechanisms, viz., convergence, divergence and transitivity. These

indirect connections suggest more optimal ways to structure web sites (Table 11).

5.6 Bernstein et al. (2002)

Bernstein et al. [6] address the goal of identifying relationships between companies,

more specifically similarities, using a large corpus of business news. They combine

information extraction techniques with network analysis and statistical approaches

Table 10 Kumar et al. (1999)

Type ID Object type Object representation/link derivation Notes

O1 Web pages URL address –
L1 Pair of O1 objects URL based connections U
L2 Community of O1 objects (from L1) ‘Cores’ with particular features U
IM Presence in ‘core’ after pruning

Table 11 Tan and Kumar (2001)

Type ID Object type Object representation/link derivation Notes

O1 Web page URL –
L1 Pair of O1 objects Support based on co-occurrence frequency
L2 Pair of O1 objects Implicit: through intermediate sets
L3 Pair of O1 objects Implicit: through intermediate sequences A
IM Convergence, divergence, and transitivity
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Table 12 Bernstein et al. (2002)

Type ID Object type Object representation/link derivation Notes

O1 Company Company name and vector of co-occurring companies –
O2 Industry Average of company vectors –
L1 Pairs of O1 objects Similarity of vectors
L2 O1, O2 Similarity of vectors
L3 Pairs of O2 objects Similarity of vectors
IM Cosine similarity

to extract knowledge of company interrelationships. Distinct company names are

identified in a news collection from a 4-month period. Companies, represented as

nodes, are displayed in a co-occurrence network to provide a visual overview of

their distribution and connectivity. Going further, they represent each company by a

vector of its co-occurring companies and calculate cosine similarities between vec-

tors. Note that in this approach two companies may not co-occur and yet show high

similarity. They also use the same principles to explore the relationship between

individual companies and different industries as well as between industries. An in-

dustry is regarded as a cluster of companies. An industry vector is defined as the

average of the vectors of the companies that belong to it. Table 12 abstracts from

their work the key features of their methods.

5.7 Analysis of Web Based LBD

The key objects considered are students, web pages, companies and industries. Stu-

dents for example, were represented by their home pages optionally augmented with

their inlinks and/or their outlinks. Several alternative representations may be con-

sidered. One could use their entries in blogs, the set of papers presented as seen in

conference web sites or the web pages of related individuals such as professors and

co-authors. Each variety of representation provides a different perspective on the

individual student that may be useful in determining novel relationships.

With links we see an interesting variety, indicative of the broad potential with the

Web. For example, in addition to exploiting URL-based links, we see relationships

inferred from user-access data for Web sites. Similarly, one can imagine search logs

being a good source of implicit relations between pages, web sites, products, orga-

nizations and possibly also between web users. However, the anonymous nature of

search logs makes the detection of user connections difficult. With companies we

see that in addition to generating a co-occurrence based network Bernstein et al. uses

a second-order strategy that groups companies by calculating similarities based on

company co-occurrence feature vectors. This allows for two companies to be very

similar without co-occurring.
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Beyond these object and link specific points, several general observations may

be made. The first is that there is little research on the web involving methods that

are the same or analogous to LBD. This is particularly striking when compared to

the level of activity in the biomedical domain. There are several potential expla-

nations for this discrepancy. First, the kinds of goals that may be targeted are not

as easily specifiable on the web as in biomedicine. In biomedicine, especially in

bioinformatics, the key entities are widely understood to include genes, diseases,

proteins, chemicals etc. This understanding is reflected in the kinds of curated re-

sources that have been created. Thus to look for novel associations, such as those

between diseases and genes, or drugs and genes follows naturally from the set of

key entities. Despite the heterogeneity of the Web, very few key entity types have

been explored for LBD.

A second possible reason for the paucity of LBD research in the web domain is

the ambiguity challenge. For example, a straightforward application of Open dis-

covery would involve starting with a search on an input topic. Even when focussed

on a person as the input topic, we will need to filter the retrieved set in order to

disambiguate between the multiple individuals likely to share the same name. We

note that this sub-problem is itself being directly addressed (e.g., [11]). Although

ambiguity resolution is also required in biomedical LBD, the problem is far more

pronounced on the Web, given its heterogeneity and especially given its much faster

pace of growth.

A third possible explanation for the lack of LBD research on the Web is a very

practical one, which is the non-availability of appropriate datasets. Researchers in

the biomedical domain may easily avail of the MEDLINE database, PubMed APIs

and the UMLS vocabularies. This has created an incredibly hospitable environment

for LBD research. Added to this are the many curated resources such as Entrez

Gene and OMIM, typically with an option for data downloads. In contrast, the Web

is close to being inhospitable to LBD research. For example, API’s to search systems

such as Google or Yahoo! limit users to only 1,000 and 5,000 daily searches, respec-

tively. Moreover, each search is limited to the top few results. Also these APIs do

not provide all the search options that are implemented on the respective web sites.

For example, the Google API does not allow blog search. Avoiding these search

systems implies the need to crawl the web and develop ones own Web datasets. Col-

lections such as Alexa crawls17, available at a fairly low cost, are certainly in the

right direction. But the real power of LBD is in identifying novel hypotheses which

implies working with information that is current. Thus although working off pre-

defined collections may help in refining methods, it is unlikely to be of real value to

end users.

To counter these challenges, the web, with information on almost every type

of entity, offers excellent opportunities for existing LBD methods. Consider the

kinds of problems addressed in the papers reviewed. A key emphasis is on find-

ing implicit relations between people: students from two universities (Adamic and

Adar), authors across time (Cory), and individuals mentioned in news articles

17 http://www.amazon.com/b/ref=sc fe c 0 239513011 1/103-4334540-2295806ie=UTF8&
node=12782661& no=239513011&me=A36L942TSJ2AJA
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(Ben-Dov et al.). There is also some emphasis on individual pages as key enti-

ties in terms of defining emerging communities of web pages and toward reshaping

websites. There is surprisingly little work on companies. However, these are just

the beginnings in terms of LBD on the Web. For example, even within the space of

individuals, we have an open research forum given the different classifications of

professions, affiliations etc.

The Web also offers excellent opportunities for developing new LBD methods.

In fact, the development of new methods is almost inevitable given that each doc-

ument (web page) is readily characterized not only by its content but also by its

inlinks and outlinks. Interestingly the methods proposed by Tan and Kumar and by

Kumar et al. consider mainly the URLs and links. It may be the case, for example,

that by considering page content based similarities as well, more cohesive cores are

identified by the latter’s method. This is also somewhat indicated by the Adamic

and Adar research, where the text of the home page is determined to be the best

predictor of a relationship. LBD methods exploiting URLs may also contribute to

biomedical LBD given the availability of fast growing full-text collections such as

PubMed Central. Thus citations to and from biomedical articles may eventually be

exploited for LBD.

6 Conclusions

We presented an overview of literature-based discovery methods using a common

framework for analysis. The framework focusses on the key objects, links, inference

methods and knowledge sources used. The analysis was presented in three parts. The

first part was constrained to a single theme of finding novel gene–disease connec-

tions. In the second part we analyzed general purpose LBD systems in biomedi-

cine. The third part analyzed the few papers that use LBD or analogous methods on

the Web.

The framework allowed us to perform a focussed comparison and analysis of

LBD methods. In the process several open questions and directions for research

were identified. For example, in the gene–disease context an important question

is on the relative merits of single link discovery paths versus multilink paths. An-

other important angle for research is on the design of evidence-combination models

that consider multiple intermediate vocabularies. With general-purpose biomedical

LBD systems an example open research direction is on incorporating semantic links

from curated databases into the process. Links of interest include not only those ex-

tracted from texts but also those readily available in curated resources. Despite the

prevalence of LBD research in biomedicine we still do not know the relative mer-

its of implicit connections that are co-occurrence based versus those derived from

more semantic/conceptual links. Also needed is research studying the implications

of symmetric versus asymmetric LBD strategies. We believe that this question has

been given little or no attention in the literature. As a consequence, there is the risk

of underrating or overrating a hypothesis given the chosen direction of the LBD
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analysis. This chapter also compares LBD on the web with LBD in biomedicine. It

is clear that LBD on the web is at a very early stage. However, LBD opportunities

are abundant, especially if we can cross a few of the key hurdles. Moreover, meth-

ods such as URL-based LBD strategies, developed on the Web have the potential to

influence methods for biomedicine.

There are several limitations of the analysis presented in this chapter. As said

initially this chapter is not a comprehensive review of LBD research. Thus for

example, we ignored interesting problems such as identifying implicit drug–disease,

protein–protein interactions. In the general-purpose LBD research, we reviewed

only LBD systems as opposed to papers that presented strategies without having

a freely accessible system. Also we did not focus on the types of experiments and

the results obtained in each paper. Instead we considered primarily the key method-

ological details.

To conclude, our framework-based review provides a better understanding of

the similarities and differences across LBD systems and methods. Through this en-

deavor, our own knowledge on the evolution of LBD research in different domains

and some of the key hurdles has greatly improved. This chapter also raises several

questions and identifies avenues for extending LBD research. Hopefully these will

guide the efforts of the LBD research and development community.
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de Angelis, and Ralf Schneider. LitMiner and WikiGene: identifying problem-related key
players of gene regulation using publication abstracts. Nucleic Acids Research, 33:W779–
W782, 2005

19. Hong Pan, Li Zuo, Vidhu Choudhary, Zhuo Zhang, Shoi H. Leow, Fui T. Chong, Yingliang
Huang, Victor W.S. Ong, Bijayalaxmi Mohanty, Sin L. Tan, S.P.T. Krishnan, and Vladimir B.
Bajic. Dragon TF Association Miner: a system for exploring transcription factor associations
through text-mining. Nucleic Acids Research, 32:W230–W234, 2004

20. Carolina Perez-Iratxeta, Peer Bork, and Miguel A. Andrade. Association of genes to geneti-
cally inherited diseases using data mining. Nature Genetics, 31(3):316–319, 2002

21. Wanda Pratt and Meliha Yetisgen-Yildiz. Litlinker: Capturing Connections Across the Bio-
medical Literature. In Proceedings of the International Conference on Knowledge Capture
(K-CAP 2003), pp. 105–112, 2003

22. Aditya K. Sehgal, Xing Y. Qiu, and Padmini Srinivasan. Mining MEDLINE Metadata to Ex-
plore Genes and their Connections. In Proceedings of the 2003 SIGIR Workshop on Text Analy-
sis and Search for Bioinformatics, 2003

23. Padmini Srinivasan. Text mining: generating hypotheses from MEDLINE. Journal of the
American Society for Information Science and Technology (JASIST), 55(5):396–413, 2004

24. Padmini Srinivasan and Bisharah Libbus. Mining MEDLINE for implicit links between di-
etary substances and diseases. Bioinformatics, Suppl. 1:I290–I296, 2004

25. Pang-Ning Tan and Vipin Kumar. Mining Indirect Associations in Web Data. In Proceedings
of the Workshop on Mining Logdata Across All Customer Touchpoints (WEBKDD ’01), pp.
145–166, 2001

26. Nicki Tiffin, Janet F. Kelso, Alan R. Powell, Hong Pan, Vladimir B. Bajic, and Winston A.
Hide. Integration of text- and data-mining using ontologies successfully selects disease gene
candidates. Nucleic Acids Research, 33(5):1544–1552, 2005



100 A.K. Sehgal et al.

27. Marc Weeber, Jan A. Kors, and Barend Mons. Online tools to support literature-based discov-
ery in the life sciences. Briefings in Bioinformatics, 6(3):277–286, 2005

28. Dennis M. Wilkinson and Bernardo A. Huberman. A Method for Finding Communities of
Related Genes. In Proceedings of the National Academy of Sciences of the United States of
America, 101:5241–5248, 2004

29. Jonathan D. Wren. The IRIDESCENT System: An Automated Data-Mining Method to Identify,
Evaluate, and Analyze Sets of Relationships Within Textual Databases. PhD thesis, University
of Texas Southwestern Medical Center, 2003

30. Jonathan D. Wren, Raffi Bekeredjian, Jelena A. Stewart, Ralph V. Shohet, and Harold R.
Garner. Knowledge discovery by automated identification and ranking of implicit relation-
ships. Bioinformatics, 20(3):389–398, 2004



Evaluation of Literature-Based Discovery
Systems

M. Yetisgen-Yildiz and W. Pratt

Abstract Evaluating discovery systems is a fundamentally challenging task because

if they are successful, by definition they are capturing new knowledge that has yet to

be proven useful. To overcome this difficulty, many researchers in literature-based

discovery (LBD) replicated Swanson’s discoveries to evaluate the performance of

their systems. They reported overall success if one of the discoveries generated by

their system was the same as Swanson’s discovery. This type of evaluation is pow-

erful yet incomplete because it does not inform us about the quality of the rest of

the discoveries identified by the system nor does it test the generalizability of the re-

sults. Recently, alternative evaluation methods have been designed to provide more

information on the overall performance of the systems. The purpose of this chapter

is to review and analyze the current evaluation methods for LBD systems and to dis-

cuss potential ways to use these evaluation methods for comparing performance of

different systems, rather than reporting the performance of only one system. We will

also summarize the current approaches used to evaluate the graphical user interfaces

of LBD systems.

1 Introduction

Evaluation plays an important role in the development of new fields such as

literature-based discovery (LBD). Evaluation encourages scientific progress by sup-

porting a systematic comparison of different techniques applied to a common
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problem and allowing researchers to learn from each other’s successes and fail-

ures. In this chapter, we will give an overview of the current state of evalua-

tion in literature-based discovery research and discuss potential ways for future

evaluations.

2 Evaluation Metrics

When developing an LBD system, it is critical to know how reliable the results are

likely to be. Measuring the reliability of a prediction system requires two main com-

ponents: a gold standard and an evaluation metric to measure the system’s perfor-

mance with respect to the gold standard. For a given starting term, which Swanson

called C-Term, a typical LBD system produces two sets of terms; linking terms and

target terms. The linking terms, which Swanson called B-Terms, directly connect

a given starting term to the target terms, which Swanson called A-Terms. The gold

standards used to evaluate those two sets of terms are different from each other,

and the gold standard creation methods depend on which of the evaluation methods

listed in Sect. 3 is used. We will describe how the gold standards for linking/target

terms are created for certain types of evaluation methods in Sect. 3. For now, we will

define the gold standards for linking/target terms as the two sets of terms that are

known to be directly/indirectly connected to a given starting term. In this section,

we will summarize the metrics used to measure the performance of LBD systems.

2.1 Information Retrieval Metrics

The main purpose of evaluation in information retrieval research (IR) is to measure

IR systems’ performance in returning the relevant documents and in not returning

the non-relevant documents to user queries. In IR evaluation, the gold standard is the

set of relevant documents and two most popular IR metrics used to measure system

performance are precision and recall [1]. For a given query and an IR system, preci-

sion can be defined as the proportion of relevant documents in the set of documents

returned by the system and recall can be defined as the proportion of the relevant

documents retrieved by the system from the gold standard.

In contrast to IR systems, LBD systems return terms instead of documents. Thus,

precision and recall are mainly used to measure the effectiveness of an LBD system

in returning linking and target terms for a given starting term, rather than the effec-

tiveness of an IR system in returning documents for a given query. Precision and

recall for the LBD system evaluation are calculated with the following formulas:

Precision : Pi =
‖Ti ∩Gi‖
‖Ti‖ . (1)
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Recall : Ri =
‖Ti ∩Gi‖
‖Gi‖ , (2)

where Ti is the set of linking/target terms generated by the LBD system for the

starting term i, and Gi is the set of terms in the linking/target term gold standard that

the LBD system created for the starting term i.
As with IR system evaluation, one challenge in interpreting precision and recall

is that there is a trade-off between the two metrics. Usually a system that aims to

achieve high precision will result in low recall and vice versa. To solve this problem,

some information retrieval researchers invented a new measure called F-Measure
which is a combined version of precision and recall. F-Measure is calculated with

the following formula:

F-Measure : F =
(1+β 2)×R×P

(β 2 ×P)+R
, (3)

where R is the recall, P is the precision, and β is the relative value of the precision.

The most commonly used case β = 1 assigns equal emphasis on precision and recall,

whereas a lower value assigns a higher emphasis on precision and a higher value

assigns a higher emphasis on recall.

Another common method to combine precision and recall is to draw a precision-

recall curve. In this curve, the x-axis corresponds to recall and the y-axis corresponds

to precision. Because of the trade-off between precision and recall, precision-recall

graphs usually have a concave shape. Trying to increase recall typically introduces

more false positives (target terms that are not in the gold standard), and thereby re-

duces precision. Trying to increase precision typically reduces recall by decreasing

the number of true positives (target terms that are in the gold standard). An ideal

goal of a prediction system is to increase both precision and recall by making im-

provements to the system. In other words, the entire curve must move up and out to

the right so that both recall and precision are higher at every point along the curve.

The most common use of precision-recall curves is for system comparisons.

2.2 Receiver Operating Characteristics (ROC) Curve

Receiver Operating Characteristics (ROC) curve provides a graphical representa-

tion of the relationship between the true positive and false positive rate of a predic-

tion system [2]. These curves are used frequently in comparing the effectiveness of

different medical diagnostic tests. The y-axis corresponds to the sensitivity of the

system. Sensitivity measures the performance of the system in predicting the true

positives. The x-axis corresponds to the specificity (expressed as 1-specificity in the

graph). Specificity represents the ability of the system in identifying true negatives.

The sensitivity and the specificity of a LBD system can be calculated as:
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Sensitivity : Yi =
T Pi

T Pi +FNi
. (4)

1 - Specificity : Xi = 1− T Ni

T Ni +FPi
, (5)

where for the starting term i; T Pi is the number of true positives (the target terms

that are in the gold standard), FNi is the number of false negatives (the gold standard

terms that are not identified as target terms), FPi is the number of false positives

(the target terms that are not in the gold standard), and T Ni is the number of true

negatives (the terms that are both not selected as target terms and not in the gold

standard).

The ROC curves show the performance as a trade off between specificity and

sensitivity of the prediction system. The area under the ROC is a convenient way of

comparing different prediction systems. A random system has an area of 0.5, while

and ideal one has an area of 1.

2.3 Probabilistic Approaches

Because the purpose of LBD systems is to predict novel connections between med-

ical terms, it is also important to compare their prediction performance with that

of pure random prediction. One way to accomplish this objective is to calculate the

probability of randomly achieving the performance of a given LBD system. This

probability can be modeled with hypergeometric distribution. Suppose for a given

starting term, an LBD system returns k target terms where i of the target terms that

are in the gold standard, there are n terms in the gold standard and there are m terms

in the search space of the system. The probability of having i gold standard terms in

randomly selected k target terms is calculated with the following formula:

p(x = i) =

(
n
i

)(
m−n
k− i

)
(

m
k

) . (6)

If the value of p is close to zero, achieving the performance of the LBD system by

randomly selecting the target terms is highly unlikely. If the value of p is close to

1, the prediction of mechanism of the LBD system needs to be improved because

random selection of the terms gives almost the same performance.

3 Current Evaluation Approaches

Evaluating the performance of LBD systems is a fundamentally challenging task

because if these systems are successful, by definition, they are capturing new knowl-

edge that has yet to be proven useful. After a detailed analysis of the existing
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literature on LBD systems, we identified the following four different approaches

used to evaluate LBD systems; replicating Swanson’s discoveries, using statistical

evaluation approaches, incorporating expert knowledge, and publishing in the med-

ical domain. In this section, we will explain each evaluation approach in detail and

discuss their advantages and disadvantages.

3.1 Replicating Swanson’s Experiments

Even though the LBD systems are designed to produce new knowledge, measuring

their performance by replicating the historical discoveries has been seen an effec-

tive evaluation approach by many LBD researchers. Swanson and Smalheiser pub-

lished several different hypotheses about causally connected medical terms in the

biomedical domain including Migraine–Magnesium [3], Raynaud’s Disease–Fish
Oil [4], Alzheimer’s Disease–Estrogen [5], Alzheimer’s Disease–Indomethacin [6],

Somatomedin C–Arginine [7], and Schizophrenia–Calcium Independent Phospho-
lipase A2 [8]. Their discoveries have become gold standards for evaluation, and

LBD researchers have measured the performance of their discovery systems by

replicating Swanson’s discoveries using the literature published before the origi-

nal discovery dates. They have run their systems with Swanson’s starting terms on

the literature published prior to the discovery dates and reported overall success if

one of the correlations generated by their systems matched Swanson’s discovery.

Several researchers have used this strategy to evaluate the linking terms gener-

ated by their systems. Lindsay and Gordon [9] developed a process that followed the

Swanson’s discovery approach. They evaluated the performance of their process, in

terms of precision and recall, for generating the linking terms, where Swanson’s

identified linking terms for Migraine–Magnesium example served as the gold stan-

dard. Gordon and Dumais applied latent semantic indexing to Swanson’s discovery

process [10]. They demonstrated the performance of their approach by replicating

Swanson’s Raynaud’s Disease and Fish Oil discovery. Blake and Pratt applied a

knowledge-based approach to identify and prune potential linking terms [11]. They

replicated Swanson’s Migraine–Magnesium example to evaluate their approach.

However, all of these researchers focused on evaluating the linking terms by us-

ing Swanson’s linking terms as the gold standard, and none pursued or evaluated

how easy it would be identify the novel target term (e.g., magnesium), which is the

main goal of LBD systems.

Weeber et al. also based their work on Swanson’s approach [12]. They evalu-

ated their literature-based discovery tool DAD by simulating Swanson’s Raynaud’s
Disease–Fish Oil and Migraine–Magnesium examples. Their system supported both

open and closed discovery approaches. In the open discovery approach, DAD first

identified the linking terms that are directly connected to the starting terms, Ray-
naud’s Disease and Migraine, and then identified the target terms that are connected

to the linking terms identified in the first step. They reported which of the Swan-

son’s linking terms DAD could identify and the ranks of Fish Oil and Magnesium
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in the final lists of target terms. In the closed discovery approach, they analyzed

the starting term literature and the target term literature separately and identified the

overlapping terms. They compared those terms with Swanson’s linking terms and

reported the results.

The most extensive evaluation of this type was done by Srinivasan [13]. She

developed a literature based discovery system called Manjal. As Weeber et al.’s

system, Manjal supports both open and closed discovery approaches. To evaluate

her system, Srinivasan successfully replicated five of Swanson’s discoveries in-

cluding Raynaud’s Disease–Fish Oil, Migraine–Magnesium, Alzheimer’s Disease–
Indomethacin, Somatomedin C–Arginine, and Schizophrenia–Calcium Independent
Phospholipase A2. For each discovery, she reported the rank of the desired target

term in the list of target terms generated by Manjal with the open discovery ap-

proach. She also reported the ranks of the desired linking terms identified by Manjal

with the closed discovery approach.

Most recently, Hu et al. developed a prototype system called Bio-SbKDS based

on Swanson’s discovery approach [14]. They replicated Swanson’s Migraine–
Magnesium and Raynaud Disease–Fish Oil discoveries for evaluation purposes. He

used Migraine and Raynaud’s Disease as starting terms. They reported which of

Swanson’s linking terms their system could identify as linking terms and the ranks

of Magnesium and Fish Oil in the final lists of target terms generated by their system.

In previous research, we also replicated Swanson’s Migraine–Magnesium
discovery to evaluate the capabilities of our system LitLinker [15]. As other

researchers, we compared our linking terms with Swanson’s linking terms and

reported the rank of Magnesium in the final list of target terms.

The main advantage of this type of evaluation is the ease of designing it. In his

papers, Swanson described each of his discoveries in great detail. The researchers

use the information provided in those papers as a guide in designing their evalua-

tions. For each discovery, the publication date of the corresponding paper serves as

the original discovery date and the list of medical terms he used as links between

his starting term and target term serves as a linking term gold standard.

Although all the researchers mentioned in this section have successfully repli-

cated Swanson’s discoveries, this type of evaluation is not complete because it does

not inform us about the quality of the rest of the target terms identified by their sys-

tems. Depending on the approaches used to select the correlated terms, a literature-

based discovery system might return hundreds or even thousands of terms as the

target terms for a given starting term. Evaluating the whole system on only one of

those target terms does not guarantee that the rest of the target terms also provide

information with similar quality. As with information retrieval systems, an LBD

system that returns a single helpful target term in a sea of unhelpful target terms is

unlikely to be useful.

Another disadvantage of this approach is that the researchers are limited in their

evaluations to the small number of discoveries published by Swanson. His discov-

eries mostly focused on diseases and their potential new treatments. Nevertheless,

LBD tools can be used for various other tasks, such as identifying novel protein–

protein interactions. Because the researchers know exactly what they are seeking as
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the desired target and linking terms in this limited set of discoveries, they can tune

the parameters of their systems to be able to identify those terms. Such an approach

might result in systems that perform well for the specific example cases but not well

for other cases.

In addition, comparing the performance of different systems is one of the main

objectives of system evaluation. However, replicating Swanson’s discoveries does

not allow detailed comparisons between different LBD systems. This evaluation

method allows the researchers to say a system A is better than another system B if A
simulates a selected discovery but B does not. However, if both A and B successfully

simulate the given discovery successfully, it becomes impossible to determine which

system is superior to the other.

3.2 Using Statistical Evaluation Methods

To overcome the drawbacks of the previous approach, some researchers have ap-

plied statistical evaluation methods to measure the overall performance of literature-

based discovery systems for multiple target terms. As an example, Hristovski et al.

performed a statistical evaluation of their system, BITOLA [16]. The purpose of

their evaluation was to see how many of the potential discoveries made by their

system at a specified point in time become realized at a later time. To accomplish

this goal, they ran their system for the starting term Multiple Seclerosis on the set

of documents published between 1990 and 1995. They checked the existence of the

proposed discoveries in the set of documents published between 1996 and 1999 and

calculated precision and recall. They used a very limited portion of the medical lit-

erature and reported the performance statistics of their system without comparing it

to those of other systems.

To evaluate our system LitLinker, we used a similar but more extensive approach

than Hristovski et al.’s approach; this approach enabled us to evaluate all correlations

LitLinker generated. In our evaluation, for a given starting term, we measured whether

LitLinker leadsus tonewdiscoveries in themore recentlypublishedmedical literature.

To accomplish this goal, we divided MEDLINE into two sets: (1) a baseline set

including only publications before a selected cut-off date, and (2) a test set including

only publications between the cut-off date and another later date. We ran LitLinker

on the baseline set and checked the generated connections in the test set.

As an evaluation example, in [17], we ran LitLinker for the starting terms;

Alzheimer Disease, Migraine, and Schizophrenia on a baseline set, which included

only documents published before January 1, 2004 (cut-off date). We limited the

linking terms and the target terms to only those terms in a semantic group listed

in Table 1 because the goal of our experiments was to find novel connections be-

tween the selected diseases and chemicals, drugs, genes, or molecular sequences.

We checked the existence of target terms generated by LitLinker in the test set that

was composed of articles published between January 1, 2004 and September 30,

2005 (21 months).
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Table 1 Semantic groups selected for our experiments

Linking term selection Target term selection

Chemicals and drugs Chemicals and drugs
Disorders Genes and molecular Sequence
Genes and molecular sequence
Physiology
Anatomy

To calculate precision and recall, for each starting term, we first retrieved the

terms that co-occurred with the starting term in the test set but did not co-occur with

the starting term in the baseline set. Then, we filtered the retrieved list of terms by

using the semantic groups that we used for target term selections to find the ones

that were chemicals, drugs, genes, or molecular sequences. We assumed that the

terms in the remaining list would be new potential disease to gene or disease to

drug treatment discoveries and used them as the target term gold standard for our

precision and recall calculations.

In our research, we used our evaluation approach to compare two different meth-

ods for identifying linking or target terms based on a starting term, Z-Score [17]

and MIM [18]. To accomplish this task, we first implemented the methods within

our LitLinker framework. In our experiments, for each method, we ran LitLinker

for ten randomly selected disease names on a baseline set, which includes only doc-

uments published before January 1, 2004. We created a target term gold standard

for each disease from the test set documents published between January 1, 2004 and

July, 31, 2006 (31 months).

We calculated precision and recall of both methods for each disease and ran sta-

tistical significance tests to measure the significance of the performance differences.

We also used precision-recall graphs to compare different correlation methods. To

draw precision-recall graphs, we used the ranked list of target terms generated by

the two methods. We examined these lists of target terms starting from the top and

selected intervals to calculate precision and recall with the formulas (1) and (2).

Because we had ten different starting terms, to combine the results from each ex-

periment, we calculated the average precision and recall for each interval. We also

compared the prediction performances of both methods with that of pure random

prediction with hypergeometric distribution as described in Sect. 2.3.

The main advantages of this type of evaluation are that the evaluation is fully au-

tomated, can be repeated for multiple starting terms, and enables comparison among

different systems. On the other hand, its main drawback is that the calculated preci-

sion for target terms is the lower bound. The target term gold standard only includes

the new correlations that are published between the cut-off date and the date of the

experiment. It cannot include the correlations that will appear in the future. As a

result, some of the target terms identified by the LBD system might become legiti-

mate discoveries in the future but are considered incorrect target terms now. Another

disadvantage is that this approach only evaluates the target terms without providing

any information about the linking terms.
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3.3 Incorporating Expert Opinion

As an alternative to the previous approaches, some researchers incorporated med-

ical expert knowledge to the evaluation process of their LBD systems. Weeber et al.,

used their discovery system to investigate new potential uses for drug thalidomide
with Swanson’s open discovery approach [19]. One of the researchers involved in

this study was a medical researcher with a background on pharmacology and im-

munology. For the starting term thalidomide, their system generated a list of link-

ing terms that were constrained to be immunologic factors. They manually selected

the promising linking terms with the involvement of the medical researcher. For

the selected linking terms, their system generated a list of target terms that were

constrained to be disease or syndrome names. The medical researcher manually

assessed each of the selected diseases. In the assessment process, they tried to

find additional bibliographic and other evidence for the linking terms between the

thalidomide and the diseases identified as target terms. To accomplish this goal, for

each disease, they first extracted the list of linking terms that connect the disease to

thalidomide. Next, they extracted the sentences that included thalidomide and the

extracted linking terms and the sentences that included the linking terms and the

disease. They provided those sentences to the medical expert for assessment. Based

on the assessment, they compiled a list of four diseases; chronic hepatitis C, myas-
thenia gravis, helicobacter pylori induced gastritis, acute pancreatitis for which the

researchers hypothesized that thalidomide could be an effective treatment.

Srinivasan and Libbus evaluated their system Manjal by using a semi-automated

approach with experts. In their experiment, they used turmeric, a widely used spice

in Asia, as their starting term. The aim of their experiment was to identify diseases

where turmeric could be useful in the treating them. They ran Manjal for the starting

term turmeric, and, with the selected thresholds, Manjal identified 26 terms as the

linking terms, L1. To evaluate the linking terms in L1, a medical researcher identified

a second set of linking terms, L2, after reading the documents about turmeric. There

were 27 terms in L2. They used this manually created list as the linking term gold

standard. They compared L1 with L2 and calculated recall and precision with the

following formulas:

Precision : P =
‖L1 ∩L2‖
‖L1‖ . (7)

Recall : R =
‖L1 ∩L2‖
‖L2‖ . (8)

Manjal generated two sets of target terms; one from the automatically generated

linking terms and one from the manually selected linking terms. They used the

second set as the target term gold standard to evaluate the first set and reported

precision and recall. In addition to reporting precision and recall, they did a de-

tailed citation analysis and described the potential use of turmeric in the treatment

of retinal diseases, Crohn’s disease, and spinal cord injuries. In contrast to the sta-

tistical approach described in the previous section, the advantage of Srinivasan and

Libbus’s approach is that it allows us to evaluate the linking terms in addition to the
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target terms. However, the evaluation highly depends on the subjective decision of

the medical researcher in deciding which terms are correlated with the starting term.

This decision is crucial because it also directly effects the selection of the terms in

the target term gold standard. It is also unclear whether the gold standard set of tar-

get terms reflects a true gold standard because no checking has been done on those

target terms.

Wren et al. also incorporated medical expert knowledge into the evaluation

process [20]. The researchers who contributed to this study had a medical back-

ground. They ran their literature-based discovery approach for the starting term

cardiac hypertrophy and identified a total of 2,102 linking terms and 19,718 tar-

get terms. To evaluate their approach, they performed laboratory tests for the third

ranked target term, chlorpromazine. Chlorpromazine is a chemical that is used

as an anti-psychotic and anti-emetic drug. In their lab experiments, they looked

for an association between chlorpromazine and cardiac hypertrophy. They gave

20mg/kg/day per day isoproterenol by osmotic minipump to two groups of mice,

with one group additionally receiving 10mg/kg/day per day chlorpromazine. Their

results showed that the amount of cardiac hypertrophy was significantly reduced

in the isoproterenol plus chlorpromazine treated mice in comparison to the control

group only given isoproterenol. They reported that chlorpromazine could reduce

cardiac hypertrophy by showing their experimental results with mice as evidence.

Their work is an excellent example of how literature-based discovery tools can be

integrated to medical researcher’s real-life research activities.

The main advantage of this type of evaluation is the involvement of the medical

researchers, who are the real users of the LBD systems into the evaluation process.

To identify what medical researchers find interesting or not interesting could in-

form LBD system designers while they upgrade the algorithms or the other ap-

proaches they use in the discovery process. The downside is the high cost of evalu-

ation. Weeber et al. reported that their manual effort while evaluating the output of

their system consisted of several one hour sessions during a two week period. Such

an evaluation is also hard to quantify, and thus hard to use to compare different

LBD systems. Because the aim of LBD tools is to identify novel correlations, dis-

agreements on the interestingness of the correlations could arise if multiple medical

researchers are involved in the evaluation process.

3.4 Publishing in the Medical Domain

Another approach that is used to evaluate LBD systems is publishing the discover-

ies in medical journals or presenting them in the medical domain. This evaluation

approach is a very powerful yet a very challenging one. Publishing in the medical

domain requires the flexibility to write for the medical audience, but the overall

benefit is clear: validation of work, impact on the science, external visibility for

LBD research, and the chance to gain new collaborators. This type of evaluation

is not commonly used in LBD research. Among all LBD researchers, Swanson is
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the only researcher who could publish his discoveries in the medical journals. In

addition to Swanson’s personal interest in medicine, his close collaboration with

Smalheiser who is a medical doctor and neuroscientist, resulted in various publica-

tions [3–8, 21].

4 User Interface Evaluation

The success of an LBD system in facilitating new discoveries depends on its inter-

face’s ability to inform and engage its users as they attempt to interpret and evalu-

ate the proposed connections. The amount of data produced by an LBD system is

usually immense. As an example, when LitLinker replicated Swanson’s Migraine–
Magnesium discovery, it processed over 4 million documents. It generated 349 link-

ing terms and 545 target terms with 57,622 possible starting term-linking term and

linking term-target term combinations. To be able to handle the amount and com-

plexity of the output data, one of the primary objectives of an LBD system interface

must be to promote user comprehension of numerous complex relationships among

the terms involved in each proposed connection in an effective way. The interface

must also provide flexible navigation and a level of detail appropriate to the scope of

each view without obscuring data necessarily for evaluation purposes. And most im-

portantly, the interface should help researchers incorporate the LBD system’s results

into their own research discovery process. To accomplish those objectives requires

the involvement of real users into the interface design process. One way to involve

users is by conducting usability evaluations and changing the interface design ac-

cording to the feedback collected from the participants of the evaluation.

We designed a web-based graphical interface for LitLinker1. Our aim in devel-

oping an interface was to allow researchers to carefully assess the potential connec-

tions generated by LitLinker. We first developed a prototype interface and conducted

a usability evaluation with ten participants, including nine graduate students and one

faculty member [22]. The evaluation consisted of three parts: a general introduction,

a task-based questionnaire, and an interview. The participants used LitLinker with

Migraine as the starting term, to complete a task-based questionnaire. The tasks

were designed to evaluate each participant’s ability to find specific data, to navigate

the interface, and to compare the strengths of connections. Participants were asked

to talk aloud and as they completed the tasks. The interviewer observed without

answering questions and noted any difficulties the participants experienced. After

participants completed the questionnaire, we interviewed them to discover aspects

of the interface that were confusing or were particularly helpful. We identified many

design problems during this usability evaluation and modified our interface to in-

crease its usability.

Similarly, Smalheiser et al. evaluated their LBD system, Arrowsmith as part of

a 5 year neuroscience project at University of Illinois – Chicago [23]. The goal

1 Available at: http://litlinker.ischool.washington.edu/index.jsp
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of their evaluation study included making scientific discoveries, publishing papers,

and identifying new research directions. In contrast to our study, they did not recruit

human subjects or study their behavior on standardized tasks. Rather, the medical

researchers who participated in the study chose the search topics and observed the

outcomes. Each participant was given an electronic notebook to record opportuni-

ties for conducting Arrowsmith searches, whether they arose from laboratory ex-

periments, from attending conferences, or from discussions with other researchers,

and to record the details of completed Arrowsmith searches. Participants sent the

notebook entries via e-mail to the researchers and the researchers called the partici-

pants every week to monitor the course of their scientific work, to learn more about

the completed searches, to receive suggestions for improving the interface, and to

document the follow-up of completed searches. Based on the input they received

from the participants, they updated the Arrowsmith interface. They also focused on

information seeking needs and strategies of medical researchers as they formulate

new hypotheses.

5 Conclusion

LBD systems have great promise for improving medical researchers’ efficiency

while they seek information in the vast amount of literature available to them.

Although many online LBD systems are available, they are not in routine use. For

a wider usage of LBD systems, effective evaluation is essential. Evaluation will not

only help to identify which algorithmic approaches work best for LBD, but also

provide information about how discovery systems can best enhance the real-life

work processes of medical researchers. In this chapter, we summarized the current

evaluation approaches used to evaluate LBD systems and their interfaces, but more

research on evaluation methods that standardize system comparisons and explore

user behavior is needed.
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Factor Analytic Approach to Transitive Text
Mining using Medline Descriptors

J. Stegmann and G. Grohmann

Abstract Matrix decomposition methods were applied to examples of non-

interactive literature sets sharing implicit relations. Document-by-term matrices

were created from downloaded PubMed literature sets, the terms being the Medical

Subject Headings (MeSH descriptors) assigned to the documents. The loadings of

the factors derived from singular value or eigenvalue matrix decomposition were

sorted according to absolute values and subsequently inspected for positions of

terms relevant to the discovery of hidden connections. It was found that only a small

number of factors had to be screened to find key terms in close neighbourhood,

being separated by a small number of terms only.

It is concluded that in literature-based discovery processes the decomposition

methods combined with human inspection of the created factors may play an

important role provided MeSH descriptors are analysed.

Keywords: Text mining · Swanson linking · Hypothesis generation · Matrix

decomposition · Medline descriptors

1 Introduction

Transitive text mining tries to establish meaningful links between the main con-

cepts of non-overlapping literature sets. The basic notion of this kind of literatures

as ‘Complementary But Disjoint’ (CBD) and several examples of literature-based
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‘discoveries’ from the medical literature have been published by Don Swanson

[1–5]. Hence, this particular type of text mining has also been named ‘Swanson

Linking’ (SL) [6].

Basically, SL deals with three different types of literature: (a) a problem-based

literature – e.g. describing a disease – is referred to as “source”; (b) a literature

not being mentioned in the source literature but possibly contributing to problem

solving is called “target”; (c) a literature representing a major concept which is

relevant to and occurs in both, source and target literature, is labeled “intermedi-

ary” [7]. The discovery process might normally proceed from source to target via

intermediary; however, the reverse order is naturally conceivable, and any coher-

ent literature set regarded as “intermediary” may be explored for source and target

concepts simultaneously [8]. Classical examples of CBD literatures are Raynaud’s
Disease – Fish Oil with Blood Viscosity as intermediary [1], and Migraine – Magne-
sium with Spreading Depression or Epilepsy as intermediaries [2]. Other examples

include the literature pairs Somatomedin C – Arginine [5], Alzheimer’s Disease –
Indomethacin, Estrogen [9, 10], and Schizophrenia – Phospholipase A2 [11].

Different methods have been applied to detect possibly useful links between

‘non-interactive medical literatures’ [3], subjecting to various statistical procedures

either the words and phrases taken from document titles [7] and from titles and ab-

stracts [12–14], or the descriptors assigned to the indexed documents [6, 15–17].

All types of approaches try to find intermediary terms and concepts for retrieval

of the respective literature which contains the otherwise non-interactive ‘source’

and ‘target’ terms. The natural language-based methods attempt to find interesting

terms/concepts on top of ranking lists, with [14] or without [7, 12, 13] application

of the UMLS (Unified Medical Language System) metathesaurus [18] as a seman-

tic filter. The descriptor-based approaches extract the Medical Subject Headings

(MeSH [19]) assigned to each document indexed in Medline from the downloaded

documents and try to find intermediary and target terms either in two-dimensional

cluster representations of the MeSH descriptors [6, 16, 17] or on ranked lists after

application of semantic UMLS filters [15] (see also [20]).

The different types of transitive text mining described so far can be classified as

‘bottom-up’ approaches where an initial knowledge space spanned by one or a few

source word(s) is explored to find intermediary literature which in turn spans the

term space harboring both, source and possible target concepts. To a second class

of attempts to attain literature-based discoveries (in the sense of building hypothe-

ses) belong recent large-scale efforts: one uses all electronically available Medline

records to construct a network of biomedically relevant objects (obtained by match-

ing the document texts against a pre-compiled composite dictionary of, e.g., gene

and disease names) and to find promising implicit links by shared relationships be-

tween not directly connected objects [21]. Other projects use the complete thesaurus

(or significant parts of it) of MeSH descriptors and precompile their mutual relation-

ships using the whole Medline database and the UMLS for application of semantic

filters [22], or add gene dictionaries for prediction of implicit disease–gene relation-

ships [23, 24].
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In our previous work we were able to show that SL can be successfully performed

by co-occurrence analysis of the MeSH descriptors assigned to the documents of

the investigated PubMed literature sets [6, 16, 17]. We applicated the cluster al-

gorithm described by Callon et al. [25] to the MeSH terms extracted from source

and intermediary literature sets of the known pairs Raynaud’s Disease – Fish Oil,
Migraine – Magnesium [6, 16], and Schizophrenia – Phospholipase A2 [17]. Dis-

playing the MeSH term clusters in two-dimensional diagrams according to inter-

nal and external link strength (density and centrality, respectively) we found that

in some cases relevant source, intermediary and target terms are located in clusters

with salient positional and/or numerical characteristics. For example, in the diagram

derived from the intermediary Blood Viscosity literature set we see the two clusters

harboring the source (MeSH) term Raynaud Disease and the target (MeSH) terms

Fish Oil and Eicosapentaenoic Acid in close neighbourhood; both clusters also have

approximately the same centrality/density ratio.

Having performed a similar analysis of the pre-1996 literature on prions [6, 16]

we were able to deduce from the resulting cluster diagrams several hypotheses being

discussed in the more recent prion research literature.

The MeSH term cluster analysis is also a core feature of our recently released

Charité MLink [26] text mining tool [27].

However, not in all cases so far investigated by us are the “interesting” terms (de-

scriptors which pave the way from source to target) found in clusters with specific

characteristics, and high numbers of terms derived from large literature sets con-

sisting of thousands of documents hamper easy cluster localisation and screening.

Therefore, we are interested in alternative methods which may place the relevant

terms in close vicinity to each other. A promising approach is to reduce the di-

mensionality of the semantic space spanned by documents and terms. Gordon and

Dumais [13] applied singular value decomposition (svd) – introduced as a tool for

‘Latent Semantic Analysis’ (LSA) by Deerwester et al. [28] – to establish the chain

from Raynaud’s Disease to Fish Oil. These authors analysed words and phrases

taken from titles and abstracts of the respective literature sets. After decomposi-

tion of the rectangular term-by-document matrices using svd they re-built them on

a considerably lower dimensional level and subsequently determined the cosine-

based similarity between terms. According to that measure they found intermediary

concepts near to the source term ‘Raynaud’ whereas known target terms like ‘Eicos-

apentaenoic Acid’ and ‘Fish Oil’ were still located far apart from the source term,

thus disabling a quick successful inspection of the term lists. Yet, the capability of

LSA to uncover implicit relationships was demonstrated analysing genes on the ba-

sis of their textual representations as provided by Medline abstracts [29].

We tested the decomposition technique on the semantic space spanned by the

MeSH terms assigned to the documents of the literature sets under investigation. We

analysed the factors (i.e. the eigenvectors created by matrix decomposition) directly

by manual inspection, omitting the further steps of Gordon and Dumais [13]. We

show in this communication that relatively easy and fast screening of only the first

few factors finds relevant intermediary and target terms in close proximity to source

terms as determined by the absolute values of the corresponding factor loadings.
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As examples, we first analyse literature sets around two classical examples: (a) Ray-
naud’s Disease [1], with Blood Viscosity and Platelet Aggregation as intermediary

terms, Eicosapentaenoic Acid, Fish Oils, Arginine and Nitric Oxide [6] as target

terms; (b) Migraine [2], with Spreading Cortical Depression and Epilepsy as in-

termediaries and Magnesium as target. Next, we examine (c) the example of non-

interactive literatures recently described by Wren et al. [21] who – from large-scale

network analysis – found hints to implict relationships between Cardiac Hypertro-
phy and the anti-psychotic drug Chlorpromazine. From a list of shared relationships

between both concepts (published by these authors as online supplemental mater-

ial [30]) we chose several terms and found that they act successfully as intermedi-

aries in our factor analysis. Finally, we (d) explore literature sets spotting Multiple
Sclerosis and Erythropoietin as CBD partners, the latter being currently discussed

as a potential neuroprotective agent (e.g. [31, 32]). Using the matrix decomposition

method described in the present communciation we identified Nitric Oxide Synthase
as an intermediary term and literature.

2 Methods

2.1 Data

Document sets were retrieved from PubMed [33] performing appropriate title

searches. Retrieval details are given in Sect. 3. Documents were downloaded in

PubMed’s MEDLINE format. Descriptors were extracted by means of homemade

Perl scripts (run by perl version 5.004 under IRIX 6.5.28f) from both, the MH and

RN fields of the documents as described [6] (we use “MeSH” somewhat loosely:

it comprises MH and RN terms). Those named entities of the RN fields which are

different from MH descriptors contribute to an extent of well below 10% (mostly

below 5%) to the list of distinct descriptors of a set (data not shown). Subheadings

and multiple occurrences of descriptors in a document were ignored. Descriptors

occurring in one document only were omitted.

2.2 Matrix Decomposition

A binary document-by-term matrix was produced for each document set with record

numbers as rows, descriptors as columns, and “0” or “1” as values of the matrix cells

indicating whether the respective descriptor is or is not contained in the correspond-

ing record. These matrices were subjected to singular value or – after appropriate

modification – to eigenvalue decomposition (svd or evd, respectively), using the

software package R [34] (version 2.2.0, run under MSWinXP). Please, note that we

always started with a document-by-term matrix (see above) in contrast to Gordon

and Dumais [13] who analysed term-by-document matrices. Application of svd to a
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document-by-term matrix X of the type described above results in three matrices U,

D, V (following the notation of the software package), where D is a diagonal matrix

with the singular values. U and V are orthogonal matrices where U contains as rows

the record numbers and as columns the left singular vectors (the factors constituted

by the documents), and V contains as rows the descriptors and as columns the right

singular vectors (the factors constituted by the descriptors). The matrix elements of

U and V are the respective factor loadings. The three matrices (D, U, V) are neces-

sary to rebuild the original matrix on a lower dimensionality level. In preliminary

experiments, we tested the Blood Viscosity literature set whether a reduction in di-

mensionality resulted in a salient similarity of the corresponding source and target

descriptors (Raynaud Disease – Fish Oils, Eicosapentaenoic Acid) but failed (data

not shown). Therefore, we analysed matrix V directly which can also be created

by eigenvalue decomposition (evd) of the square symmetric matrix XTX. Thus, in

all cases shown we left-multiplied the original document-by-term matrix X with its

transposed XT and obtained the symmetric matrix Y with the co-occurrence fre-

quencies of the descriptors. Y was then subjected to evd to produce V. The resulting

eigenvectors are identical to the singular vectors of svd-created V, and the resulting

eigenvalues (measures of the variance extracted from the data by the respective fac-

tors) are the squared singular values [28]. By convention, the singular values and

eigenvalues are sorted in decreasing order, and the first (most-left) singular (eigen-)

vector corresponds to the highest singular (eigen-) value.

2.3 Factor Screening

Prior to visual inspection the elements of matrix V were converted to absolute values

(indicating the extent to which the corresponding descriptors contribute to the re-

spective factors, see [35]) and sorted column by column in decreasing order. Begin-

ning with the first factor inspection started at the position of the “guiding term(s)”. In

the present investigation guiding terms are “source terms”, i.e. the MeSH descriptors

designating the disease being the “source” of the discovery process (as Raynaud’s
Disease, Migraine, etc.). The factor elements above and below (i.e., “in the neigh-

bourhood” of) the source descriptors were screened for intermediary or target terms

(analysing factors derived from source or intermediary literature sets, respectively).

3 Results

3.1 Raynaud’s Disease

Figure 1 illustrates the factor screening with the appropriate part of factor 10 of

the eigenvector matrix derived from the Blood Viscosity intermediary literature set.

The eigenvector elements have been converted to absolute values and the respective
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Fig. 1 Illustration of factor screening.
The appropriate part of factor 10 of the eigenvector matrix of the Blood Viscosity intermediary
literature set is displayed after sorting of the MeSH descriptors according to descending order of
the absolute values of the factor loadings.
Screening starts at the position of the source term (Raynaud Disease).
Positions of target terms (Eicosapentaenoic Acid and Fish Oils) are indicated.
d (distance) is the number of descriptors between source and target term.
Methodical details: see Sect. 2.
Retrieval details: see Table 2

descriptors have been sorted in decreasing order of the values (see Sect. 2). Screen-

ing starts at the position of the guiding term, i.e. the source term Raynaud Disease
which is found on position 64. The target term Eicosapentaenoic Acid is on posi-

tion 74. The distance from Raynaud Disease to Eicosapentaenoic Acid is 9 (nine
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terms are in between). The distance from the source term to the other relevant target

term Fish Oils which is on position 93 is 28. Thus, Eicosapentaenoic Acid would

certainly attract the attention of a surveyor who performs a screen of factor 10 in-

volving no more than 20 terms (roughly 20% of the total number of descriptors, see

Table 2) around the source term, but not Fish Oils which is in this factor too far

away from Raynaud Disease.

A factor analysis of the source literature set on Raynaud’s Disease is shown in

Table 1 which lists the positions of the guiding (source) term Raynaud Disease and

the known relevant intermediary descriptors Blood Viscosity and Platelet Aggrega-
tion within the first 20 factors after sorting of the descriptors in descending order

according to the absolute values of their contributon to the respective factor. Black

table cells indicate distances of up to ten terms between source term and interme-

diary descriptor, grey table cells indicate source-intermediary distances of 11–20

Table 1 Factor analysis of the Raynaud’s Disease source literature set.
Retrieval details: PubMed title search for raynaud*, limited to publication years 1966–1985.
Retrieval date: June 21, 2004.
Descriptor extraction, eigenvalue decompositon, factor screening: see Sect. 2.
Size of the document-by-term matrix: 801×464.
Source term: Raynaud Disease.
Intermediary terms: Blood Viscosity (BV), platelet aggregation (PA).
Distance: number of terms between source and intermediary term (black cells: 0–10, grey cells:
11–20)

Factor Position of Position of Distance
source term intermediary term

BV PA
BV PA

1 1 34 145 32 143

2 1 20 280 18 278

3 10 37 411 26 400
4 94 135 211 40 126

5 53 56 174 2 120
6 26 323 376 205 349
7 383 51 113 331 269

8 9 29 253 19 243

9 138 57 117 80 20

10 73 121 61 47 11
11 16 35 73 18 56

12 42 103 263 60 220
13 161 68 375 92 213
14 64 36 448 27 383
15 55 25 130 29 74
16 62 18 327 43 264
17 167 318 110 150 56
18 56 260 335 203 278

19 215 5 214 209 0
20 222 38 177 183 44
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Table 2 Factor analysis of the Blood Viscosity intermediary literature set.
Retrieval details: PubMed title search for “blood viscosity”, limited to publication years
1966–1985.
Retrieval date: June 21, 2004.
Size of the document-by-term matrix: 502×393.
Source term: Raynaud Disease.
Target term: Eicosapentaenoic Acid.
Other details: see Table 1

Factor Position of Position of Distance
source term target term

10 64 74 9

12 54 64 9

23 35 37 1

25 92 108 15

27 34 45 10

29 72 78 5

terms. Within the 20 factors we find seven distances of 20 or less and two distances

of 10 or less. It seems reasonable that screening of the first 20 factors is sufficient

to detect the important intermediary descriptors Blood Viscosity and/or Platelet Ag-
gregation. We think that 5% is an upper limit for screening of factors and terms;

thus, it seems reasonable to limit the survey of the factor matrix constituted by the

464 MeSH descriptors of the Raynaud’s Disease literature set to 20 terms above and

below the source term and to 20 factors. We also think that 30–40 terms/factors may

be an upper absolute limit for a short and quick look up of a factor matrix.

Results from factor analyses of the intermediary literature sets on Blood Viscosity
and Platelet Aggregation are shown in Tables 2 and 3, respectively. Factors with

relatively short distances between the source term Raynaud Disease and the target

terms Eicosapentaenoic Acid (Tables 2 and 3), Fish Oils, Arginine, Nitric Oxide
(Table 3) are listed, and the corresponding term positions are indicated (Arginine and

Nitric Oxide have been identified earlier as potential target terms [6]). Here (Tables 2

and 3), the “yield” of short distances between source and target terms within the

limit of 20 factors is considerably lower than in the case of the source literature

(see Table 1). We cannot deduce any regularities from the number of documents

(Blood Viscosity: 502, Platelet Aggregation: 2,636) or MeSH descriptors (Blood
Viscosity: 393, Platelet Aggregation: 1,532) (Tables 2 and 3) whereas Raynaud’s
Disease exhibiting a higher number of short distances between the relevant terms

comprises 801 documents and 464 MeSH descriptors (Table 1). A role may play the

relative term frequency, i.e. the fraction of documents containing the relevant terms.

Four percent of the source literature (Raynaud’s Disease) documents contain the

descriptor Blood Viscosity. However, the source and target terms occur in less than

0.5% of the intermediary Platelet Aggregation documents. In less than 1% of the
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Table 3 Factor analysis of the Platelet Aggregation intermediary literature set.
Retrieval details: PubMed title search for “platelet aggregation”, limited to publication years
1966–1985.
Retrieval date: November 11, 2004.
Size of the document-by-term matrix: 2,636×1,532.
Source term: Raynaud Disease.
Target terms: Eicosapentaenoic Acid (EPA), Fish Oils (FO), Arginine (Arg), Nitric Oxide (NO).
Other details: see Table 1

Factor Position of Position of Distance
source term target term

12 447 471 (EPA) 23
20 762 790 (FO) 27

21 775 754 (Arg) 20

27 964 985 (FO) 15

31 526 524 (Arg) 1

32 776 787 (FO) 10

37 614 617 (NO) 2

Blood Viscosity literature documents occur the target terms (Eicosapentaenoic Acid,

Fish Oils) whereas the source term Raynaud Disease has a relative frequency of

3.2% (data not shown).

On the other hand, within the first 30 factors derived from the Blood Viscosity
literature set we see five times very short distances of no more than ten terms be-

tween source and target term (Table 2), and several of the first 40 factors (only 2.6%

of total) of the Platelet Aggregation factor matrix show source and target terms in

close or very close vicinity (Table 3). Thus, the results obtained from the eigenvalue

decomposition technique applied to source and intermediary literature sets of the

first classical SL example Raynaud’s Disease [1] encouraged us to use the method

for analysis of other SL literatures.

3.2 Migraine

The screening of the factors produced by evd of the Migraine source literature starts

at the position of the source descriptor Migraine. Look up is for the intermediary

terms Spreading Cortical Depression and Epilepsy. Table 4 lists those of the first 30

factors in which source and intermediary terms are no more than 20 terms apart. In

several factors the source and one of the intermediary terms are very close together;

in factor 16 even both intermediary terms are less than ten terms apart from the

source descriptor (Table 4). Analyses of the two intermediary literatures (Spread-
ing Cortical Depression, Epilepsy) are shown in Tables 5 and 6. Whereas we find

four times very short distances (less than 10 terms apart) between the source term
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Table 4 Factor analysis of the Migraine source literature set.
Retrieval details: PubMed title search for migraine, limited to publication years 1966–1987.
Retrieval date: November 10, 2004.
Size of the document-by-term matrix: 2,583×1,090.
Source term: Migraine.
Intermediary terms: Epilepsy (Epi), Spreading Cortical Depression (SCD).
Other details: see Table 1

Factor Position of Position of Distance
source term intermediary term

3 25 13 (Epi) 11

4 155 162 (SCD) 6

6 38 58 (Epi) 19

7 36 47 (Epi) 10

13 62 64 (SCD) 1

14 42 26 (SCD) 15

16 45 36 (Epi) 8

38 (SCD) 6

17 37 21 (Epi) 15

22 110 130 (Epi) 19

Table 5 Factor analysis of the Spreading Cortical Depression intermediary literature set.
Retrieval details: PubMed title search for “spreading cortical depression” OR “spreading de-
pression”, limited to publication years 1966–1987.
Retrieval date: November 10, 2004.
Size of the document-by-term matrix: 326×293.
Source term: Migraine.
Target term: Magnesium.
Other details: see Table 1

Factor Position of Position of Distance
source term target term

1 67 60 6

2 39 26 12

5 21 19 1

6 15 24 8

11 82 74 7

Migraine and the target term Magnesium within the first 11 factors of the Spreading
Cortical Depression factor matrix (Table 5), we do not find reasonable distances

(less than 30 terms) between source and target in the first 25 factors of the Epilepsy
factor matrix (Table 6). Factor 26 and 29, however, contains source and target rather

close together (2 and 12 terms in between). As mentioned above, the relative term
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Table 6 Factor analysis of the Epilepsy intermediary literature set.
Retrieval details: PubMed title search for epilepsy, limited to publication years 1966–1987.
Retrieval date: November 12, 2004.
Size of the document-by-term matrix: 6,682×2,154.
Source term: Migraine.
Target term: Magnesium.
Other details: see Table 1

Factor Position of Position of Distance
source term target term

26 709 706 2
29 273 260 12

frequency may contribute to the number of short distances between the terms in

question: both, Migraine and Magnesium occur in 3.4% of the Spreading Cortical
Depression documents but only in 0.7% (Migraine) and 0.1% (Magnesium) of the

Epilepsy documents. A 2.7% of the Migraine documents contain the intermediary

term Epilepsy (exhibiting several short distances to the Migraine term in the first

factors, see Table 4). However, Spreading Cortical Depression is represented by

only 0.8% of the Migraine documents but has also several short distances to the

source term (see Table 4). Thus, other factors (e.g. number of distinct descriptors

per document) may influence the distance patterns.

3.3 Cardiac Hypertrophy

The concept of Cardiac Hypertrophy is represented by several MeSH descriptors.

Short distances (up to 20 terms apart) of these terms to some intermediary items

(taken from [30] and being identical with MeSH descriptors) appearing within the

first 20 factors are listed in Table 7. Relative term frequencies range from 0.9% for

Adenosine Triphosphate to 2.3% for Verapamil. Short or very short distances are

apparent in at least three factors for each intermediary term except Protein Kinases
which has one short distance (Table 7). When the first 30 factors are analysed the

descriptor Protein Kinases exhibits three times short or very short distances, and

each of the other intermediary terms is close or very close to a source descriptor in

at least seven factors (not shown). From the results seen so far it can be concluded

that the method is sensitive for small and large literature sets as well as low and

high(er) relative descriptor frequencies ranging from 0.1 to 4%.

Table 8 displays the instances of short distances (40 terms or less) between the

target descriptor Chlorpromazine and the Cardiac Hypertrophy source descriptor(s)

within the first 40 factors (accounting for less than 2% of the total number of fac-

tors/terms in each case) of the intermediary literature sets Adenosine Triphosphate,

Norepinephrine, Protein Kinases, Propranolol, and Verapamil. In each example of

the intermediaries, evd brings source and target descriptor in (sometimes very) close

vicinity (Table 8).
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Table 7 Factor analysis of the Cardiac Hypertrophy source literature set.
Retrieval details: PubMed title search for “heart enlargement” OR “cardiac hypertrophy” OR
“heart hypertrophy” OR “enlarged heart” OR “hypertrophic cardiomyopathy” OR “left
ventricular hypertrophy” OR “right ventricular hypertrophy”, limited to all publication years
up to and including 2003.
Retrieval date: October 19, 2005.
Size of the document-by-term matrix: 7,510×2,247.
Source terms: Cardiomegaly (CM); Cardiomyopathy, Hypertrophic (CH); Cardiomyopathy, Di-
lated (CD); Hypertrophy, Left Ventricular (HLV); Hypertrophy, Right Ventricular (HRV).
Intermediary terms: Norepinephrine (Nor), Verapamil (Ver), Propranolol (Pro), Protein Kinases
(PK), Adenosine Triphosphate (ATP).
Other details: see Table 1

Factor Position of Position of Distance
source term intermediary term

1 88 (CD) 104 (Nor) 15

93 (Pro) 4

2 42 (HLV) 56 (Nor) 13

99 (HRV) 100 (ATP) 0

3 74 (CD) 88 (Pro) 13

4 783 (CD) 766 (Ver) 16

5 113 (CD) 124 (Ver) 10

8 38 (Cm) 44 (Ver) 5

273 (CD) 289 (PK) 15

123 (HRV) 109 (Nor) 13

9 63 (CD) 78 (Ver) 14

10 86 (HRV) 85 (Nor) 0

11 285 (HRV) 281 (Nor) 3

14 98 (CD) 78 (Pro) 19

15 30 (Cm) 44 (Ver) 13

49 (Pro) 18

67 (CH) 49 (Pro) 17

16 128 (CD) 111 (Nor) 16

115 (Pro) 12

126 (ATP) 1

19 116 (HRV) 127 (Pro) 10

20 209 (HRV) 207 (ATP) 1
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Table 8 Factor analysis of literature sets intermediary to Cardiac Hypertrophy and Chlorpro-
mazine.
Retrieval details, Retrieval dates; Size of document-by-term matrices:
PubMed title searches, limited to all publication years up to and including 2003.
Adenosine Triphosphate (ATP): adenosine triphosphate, October 18, 2005; 2,752×2,296.
Norepinephrine (Nor): norepinephrine, February 14, 2005; 3,770×2,859.
Protein Kinases (PK): protein kinases, October 18, 2005; 3,770×2,859.
Propranolol (Pro): propranolol, October 18, 2005; 7,679×2,824.
Verapamil (Ver): verapamil, October 18, 2005; 5,325×2,386.
Descriptor extraction, eigenvalue decompositon, factor screening: see Sect. 2.
Short source–target distance: 40 or less terms between one of the Cardiac Hypertrophy source
terms (see Table 7) and the target term Chlorpromazine (in parentheses: number of distances of 10
or less terms).
The first 40 factors derived from each intermediary literature set were screened

Intermediary Number of short
literature set source–target distances

ATP 3 (1)
Nor 6 (3)
PK 2 (–)
Pro 11 (5)
Ver 7 (2)

3.4 Multiple Sclerosis

Erythropoietin might act as neuroprotective agent and thus be beneficial to Multiple
Sclerosis [31, 32]. In September 2005 we retrieved 14 records mentioning Multi-
ple Sclerosis and Erythropoietin from the whole PubMed database. The four papers

published prior to 2001 do not focus at a direct relationship between the disease

and the substance (as infered from the papers’ abstracts), and to none of these four

records the MeSH descriptor Multiple Sclerosis has been assigned. Therefore, the

pair Multiple Sclerosis – Erythropoietin may serve as yet another good example of

CBD literatures, and we applied the decomposition method to the source Multiple
Sclerosis literature. We searched PubMed for documents with the title phrase “multi-

ple sclerosis”, and downloaded the nearly 4,100 records with publication dates from

1995 to 2000, extracted the MeSH descriptors and subjected the document-by-term

matrix to evd as described in Sect. 2. Within the first 30 factors we found two in-

stances of very short distances (ten terms or less) between the source descriptor Mul-
tiple Sclerosis and a potential intermediary term, Nitric Oxide Synthase, (Table 9).

The respective analysis of the intermediary Nitric Oxide Synthase literature resulted

in one factor (within the first 30) with close vicinity of the source term Multiple
Sclerosis and the target descriptor Erythropoietin (Table 10). The relative descriptor

frequency is obviously at the lower limit: 0.1 and 0.2% of the Nitric Oxide Synthase
literature for Erythropoietin and Multiple Sclerosis, respectively. The descriptor Ni-
tric Oxide Synthase occurs in 0.4% of the Multiple Sclerosis literature set.
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Table 9 Factor analysis of the Multiple Sclerosis source literature set.
Retrieval details: PubMed title search for multiple sclerosis, limited to publication years
1995–2000.
Retrieval date: September 22, 2005.
Size of the document-by-term matrix: 4,041×2,012.
Source term: Multiple Sclerosis.
Intermediary term: Nitric-Oxide Synthase.
Other details: see Table 1

Factor Position of Position of Distance
source term intermediary term

24 91 102 10

28 229 219 9

Table 10 Factor analysis of the Nitric-Oxide Synthase intermediary literature set.
Retrieval details: PubMed title search for “nitric oxide synthase”, limited to publication years
1995–2000.
Retrieval date: September 27, 2005.
Size of the document-by-term matrix: 4,889×3,169.
Source term: Multiple Sclerosis.
Target term: Erythropoietin.
Other details: see Table 1

Factor Position of Position of Distance
source term target term

11 584 573 10

This final example of complementary-but-disjoint literatures makes clear that the

detection of possible path(s) from source via intermediary(ies) to target(s) may be

rather difficult due to low frequencies of relevant terms and short distances but also

demonstrates the sensitivity of the factor-analytic method, provided a reasonable

hypothesis is hidden in the literature data.

4 Discussion

Reduction of the semantic space by matrix decomposition as a tool in literature-

based detection of indirect links with the potential of new hypotheses has first been

applied by Gordon and Dumais using words and phrases from titles and abstracts

as representations of the appropriate literature sets [13]. The MeSH descriptors as-

signed to PubMed records by PubMed indexers are taken from a comprehensive

controlled vocabulary and also represent the content of the underlying articles. In

the SL experiments reported here we factorized the semantic space constituted by

MeSH terms and inspected the resulting eigenvectors directly. We were able to show
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that – while restricting the number of factors to be screened to a small fraction start-

ing with the first factor – terms relevant to the discovery process (i.e. source and

intermediary and source and target terms) can be found close to each other in sev-

eral factors. The method works with small and large literature sets, ranging from

several hundred to several thousand documents and MeSH descriptors. It is impor-

tant that the method acts reliably on both instances: to detect intermediary concepts

in source literature, and target concepts in intermediary literature. Moreover, screen-

ing factors derived from target literature sets finds known target and intermediary

descriptors in close vicinity within the limits (relating to number of factors and terms

to be screened) used throughout our investigations (data not shown).

Of crucial importance in literature-based discovery is, of course, the “human

factor”: experts have to study term lists of whatever origin and to select promising

terms. Screening of long lists is certainly tedious but we think that screening within

our chosen limits of 30–40 factors/terms is tolerable and does not exhaust the human

inspector. On the basis of the results presented we conclude that relevant intermedi-

ary and target terms in relation to known source terms can be detected under those

constraints in most cases.

The matrix decomposition feature could be implemented into existing text min-

ing tools as Charité MLink [26, 27], and offer an additional and alternative way of

term-screening to the user.

5 Conclusion

A method was described which uses factorised MeSH term matrices in order to

find by quick and easy manual screening terms close to each other which might be

of interest in the process of linking disparate but complementary literatures. The

method supplements the already existing approaches to literature-based hypothesis

generation.
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Literature-Based Knowledge Discovery
using Natural Language Processing

D. Hristovski, C. Friedman, T.C. Rindflesch, and B. Peterlin

Abstract Literature-based discovery (LBD) is an emerging methodology for un-

covering nonovert relationships in the online research literature. Making such re-

lationships explicit supports hypothesis generation and discovery. Currently LBD

systems depend exclusively on co-occurrence of words or concepts in target docu-

ments, regardless of whether relations actually exist between the words or concepts.

We describe a method to enhance LBD through capture of semantic relations from

the literature via use of natural language processing (NLP). This paper reports on

an application of LBD that combines two NLP systems: BioMedLEE and SemRep,

which are coupled with an LBD system called BITOLA. The two NLP systems

complement each other to increase the types of information utilized by BITOLA.

We also discuss issues associated with combining heterogeneous systems. Initial

experiments suggest this approach can uncover new associations that were not pos-

sible using previous methods.

1 Introduction

Literature-based discovery (LBD) is a method for automatically generating hypothe-

ses for scientific research by finding overlooked implicit connections in the research
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literature. Discoveries have the form of relations between two primary concepts, for

example a drug as a treatment for a disease or a gene as the cause of a disease.

Swanson [1] introduced a paradigm in which such relations are discovered in bibli-

ographic databases by uncovering a third concept (such as a physiologic function)

that is related to both the drug and the disease. The discovery of the third concept

allows a relation between the primary concepts, which was latent in the literature,

to become explicit, thus constituting a potential discovery.

Current literature-based discovery systems (for example [2–12] use concept co-

occurrence as their primary mechanism. No semantic information about the nature

of the relation between concepts is provided. The use of co-occurrence has several

drawbacks, since not all co-occurrences underlie “interesting” relations: (a) users

must read large numbers of Medline citations when reviewing candidate relations;

(b) systems tend to produce large numbers of spurious relations; and, finally, (c)

there is no explicit explanation of the discovered relation.

In this chapter we address these deficiencies by enhancing the literature-based

paradigm with the use of semantic relations to augment co-occurrence processing.

We combine the output of two natural language processing systems to provide these

predications: SemRep [13] and BioMedLee [14]. On the basis of explicit semantic

predications, the user can ignore relations which are either uninteresting (thus reduc-

ing the amount of reading required) or wrong (eliminating false positives). Analysis

using predications can support an explanation of potential discoveries.

2 Background

2.1 Literature-Based Discovery

The methodology in literature-based discovery relies on the notion of concepts rel-

evant to three literature domains: X, Y, and Z. In a typical scenario, X concepts are

those associated with some disease and Z concepts relate to a drug that treats the dis-

ease. Y concepts might then be physiological or pathological functions, symptoms,

or body measurements. Concepts in X and Y are often discussed together, as are

those in Y and Z. However, concepts from X and Z may not appear together in the

same research paper. Discovery is facilitated by using particular Y concepts to draw

attention to a connection between X and Z that had not been previously noticed.

In implementation, all the Y concepts in a bibliographic database related to the

starting concept X are usually computed first. Then the Z concepts related to Y are

found. Those Y concepts that appear with both X and Z provide the link from X to Z.

The user then checks whether X and Z appear together in the research literature; if

they do not, a potentially useful relation has been discovered. This relation needs

to be confirmed or rejected using human judgment, laboratory methods, or clinical

investigations.
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In a discovery reported by Swanson [1], the X domain was Raynaud’s disease.

Of the many Y terms co-occurring with this disorder, blood viscosity and platelet

aggregation were found to co-occur with a Z term, fish oil (rich in eicosapentaenoic

acid). Fish oil (Z) reduces blood viscosity and platelet aggregation (Y), which are in-

creased in Raynaud’s disease (X), and thus fish oil was proposed as a new treatment

for Raynaud’s disease. Swanson has published several other medical discoveries

using this methodology. However, in his original work (and in all subsequent repli-

cations of this discovery), what is increased in relation to the disease and what can

be used to decrease it, must be determined by reading relevant Medline citations.

This is exactly where we want to improve the state-of-the-art in LBD.

Several methods are being pursued in current LBD systems (for a more detailed

review see [15]). Some systems extract concepts from the titles and abstracts of

Medline citations (often using MetaMap [16]), while others use the assigned MeSH

descriptors to represent concepts in citations. All systems use co-occurrence to de-

termine which concepts are in a relationship, although some augment co-occurrence

with other derived relation measures. Usually the semantic types of the concepts are

used to filter out unneeded relations and concepts.

Swanson and Smalheiser have developed a system called Arrowsmith [2], which

uses co-occurrence of words or phrases from the title of Medline citations. The

BITOLA system (Hristovski et al. [3,4]) uses association rules as a relation measure

between concepts. In general, association rule mining [17] finds interesting associ-

ations and/or correlation relationships among large set of data items. In BITOLA a

data item corresponds to a Medline citation and is represented as a set of concepts.

For each citation, the concepts are the assigned MeSH headings and additionally

gene symbols extracted from the titles and abstracts of Medline citations. For ex-

ample, the association rule Multiple Sclerosis → Optic Neuritis tells us that there is

probably some association between Multiple Sclerosis and Optic Neuritis, but does

not tell us the semantic nature of this association.

Weeber et al. [5] use MetaMap to identify UMLS concepts in titles and abstracts

and use concept co-occurrence as a relation measure. For filtering, they use UMLS

semantic types. For example, the semantic type of one of the co-occurring concepts

might be set to Disease or Syndrome and the other to Pharmacologic Substance, thus

only co-occurrences between a disease and a drug are found. Lindsay and Gordon

[6] use an approach similar to Arrowsmith but add various information retrieval

techniques to assign weight to the terms being manipulated. Gordon and Dumais [7]

employ a statistical method called latent semantic indexing to assist in LBD. Wren

[8] uses mutual information measures for ranking target terms based on their shared

associations. Srinivasan [12] developed a system, called Manjal, which uses MeSH

terms as concepts and term weights instead of simple term frequencies. For ranking,

the system uses an information retrieval measure based on term co-occurrence. Pratt

[9] uses MetaMap to extract UMLS concepts from the titles of Medline citations and

then uses association rules as a relationship measure between concepts.

The Telemakus system [10] is different from the rest of the systems mentioned in

so far as it uses manually extracted relationships to represent the research findings.

Each relationship is a pair of concepts from the article’s figure and title legends.
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The semantic relation between the concepts is not extracted. The manual relation

extraction method has two consequences: the positive one is that the method has

high precision and the negative one is that it is time consuming and thus currently

used in only two relatively narrow domains.

Recently Hu [11] presented a system called Bio-SbKDS where MeSH terms are

used as concepts. This system uses the relations between semantic types from the

UMLS Semantic Network for two purposes: to filter out uninteresting concepts, and

to guess the semantic relation between concepts. In other words, if two concepts

co-occur in a Medline citation, the relation between the corresponding semantic

types of these two concepts is used as the semantic relation between the concepts.

This is only an approximation because there is no guarantee that if the concepts

co-occur they are semantically related and also there is ambiguity in the UMLS

Semantic Network because often more then one semantic relation is present between

two semantic types. However, this approach seems to work quite well in replicating

Swanson’s Raynaud’s – fish oil discovery.

Our method differs from all the above methods because we use natural language

processing (NLP) techniques to augment co-occurrences with specific types of rela-

tions, which are obtained as a result of using two different NLP systems.

2.2 Natural Language Processing

2.2.1 BioMedLEE Natural Language Processing System

BioMedLEE captures genotypic and phenotypic information and relations from the

literature, and is a recent adaptation of MedLEE [18, 19], which was developed

to structure and encode telegraphic clinical information in the patient record. Bio-

MedLEE is based on a symbolic grammar formalism that combines syntax and se-

mantics, using a lexicon to specify semantic and syntactic classes for words and

phrases in the domain. The lexicon consists of a modified and augmented version of

MedLEE’s lexicon, which was derived from clinical documents, the UMLS (Unified

Medical Language System) [20], and other online biomedical knowledge sources,

but this work focuses on use of the concepts that correspond to UMLS Metathe-

saurus concepts only. BioMedLEE consists of a number of different text processing

modules, each of which aims to regularize specific aspects of text processing while

minimizing loss of information. The following is a brief summary of the primary

modules and the resources they use:

a. Abbreviation and Parenthesis Component: This module identifies abbreviations

explicitly defined in the article, and tags them so that the subsequent modules

will be able to substitute the full form in place of the abbreviation. For example,

HD, in Huntington Disease (HD) will be assumed to be Huntington Disease
throughout the article. Other parenthetical expressions may be tagged so that

they will be ignored during parsing.
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b. Biomolecular Named Entity Recognition and Normalization: This module uses

part of speech tagging to recognize the boundaries of noun phrases, and then

identifies ones that appear to be biomolecular entities, such as the names of

genes, gene products, and other substances. The terms that are biomolecular en-

tities are then matched against a database of biomolecular entities using regular

expressions that allow for certain variations (e.g. il-2, il 2, il2). When a match

is found, the term is tagged so that the tag includes the semantic category (e.g.

gene/gene product, substance), and the target output form. For example, after

tagging is performed (we assume here that the tagging module used a database of

UMLS genes and proteins to normalize biomolecular entities), the tagged output

for the sentence “Axonal transport of N-terminal huntingtin suggests pathol-
ogy of corticostriatal projections associated with HD” will be “Axonal
transport of N-terminal <phr sem=”gp“t=”UMLS: C1415504 hd gene”>
huntingtin</phr> suggests pathology of corticostriatal projections associated
with <phr sem=“disease” t=“Huntington’s disease”>HD</phr>”. The tag

around huntingtin has an attribute, which is a semantic category sem with value

gp representing the category gene/gene product and a target form attribute t,
which, in this case, is the UMLS code previously generated by the tagger. In

addition, there is a tag around, HD, with a semantic category disease and target

form Huntington’s disease, which is the full form that occurred previously in

the article along with the abbreviation HD.

c. Preprocessing Component: This module determines section and sentence bound-

aries, and performs lexical lookup for the remaining parts of the sentence that

were not tagged in b. above. This would include phenotypic entities, such as

anatomical locations, diseases, and processes, as well as functional English

words. For example, “corticostriatal” would be identified as an anatomical con-

cept, and “suggest” would be identified as a relation that could connect two bio-

medical entities. The relations are semantic relations that have been categorized

based on linguistic characteristics and are not necessarily UMLS relations.

d. Parser: This module extracts, structures, and encodes phenotypic and genotypic

entities and relations for tagged text from the previous module using a grammar

and a lexicon to parse and structure the output, and a coding table to map the

normalized output to ontological codes. The output is in an XML form based on

a representational schema of the domain, called PGschema [21], which repre-

sents genotypic and phenotypic entities, their ontological codes, modifiers, and

relations between the entities. Figure 1 shows an example of a simplified output

form generated by BioMedLEE for the above tagged sentence, where some of

the nested tags have been manually indented to facilitate readability of the out-

put structure. This output differs from output generated by systems that use

co-occurrence of terms because BioMedLEE found actual relations “suggest”

and “associated with” in the text. The relation “suggest” connects “axonal trans-

port of hd gene” with a second nested relation “associated with”, whose first ar-

gument is “pathology” with an anatomical modifier “corticostriatal” and whose

second argument is “Huntington’s disease”.
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<relation v = "suggest"> 
    <bodyfunc v = "transport"><arg v = "1"></arg> 
        <bodyloc v="axon"></bodyloc><cellcomp v ="N-terminal"></cellcomp> 
        <gene_gproduct v = "UMLS: C1415504_hd gene" idref="p126">                 
        </gene_gproduct> 
        <code v ="UMLS:C0004462_axonal transport"</code> 
    </bodyfunc> 
    <relation v = "associated with"><arg v = "2"></arg> 
        <problem v = "pathology"><arg v = "1"></arg> 
        <bodyloc v = "corticostriatal"></bodyloc> 
        </problem> 
        <problem v = "Huntington's disease"><arg v = "2"></arg> 
             <code v = "UMLS:C0020179_huntington disease"></code> 
        </problem> 
    </relation> 
</relation> 

Fig. 1 Simplified XML output generated by BioMedLee for a sample sentence

2.2.2 SemRep Natural Language Processing System

SemRep [13] is a symbolic natural language processing system for identifying se-

mantic predications in biomedical text. The current focus is on Medline citations.

Linguistic processing is based on an underspecified (shallow) parse structure sup-

ported by the SPECIALIST Lexicon [22] and the MedPost part-of-speech tagger

[23]. Medical domain knowledge is provided by the UMLS. Predications produced

by SemRep consist of Metathesaurus concepts as arguments of a Semantic Network

relation.

For this project, the most important relation is TREATS; however, SemRep

identifies additional semantic predications representing various aspects of bio-

medicine. The core relations addressed refer to clinical actions (e.g. TREATS,

PREVENTS, ADMINISTERED TO, MANIFESTATION OF) and organism characteris-

tics (LOCATION OF, PART OF, PROCESS OF). SemRep has recently been enhanced

to address pharmacogenomics text [24]. Relations in this semantic area refer to

substance interactions and pharmacologic effects (AFFECTS, CO-EXISTS WITH,

DISRUPTS, AUGMENTS, INTERACTS WITH, INHIBITS, STIMULATES), as well as

genetic etiology (ASSOCIATED WITH, PREDISPOSES, CAUSES). The majority of

SemRep’s relations are drawn from the Semantic Network; however, several have

been defined to extend the coverage of that ontology, including ADMINISTERED TO,

CO-EXISTS WITH, and PREDISPOSES.

Each semantic relation serves as the predicate of an ontological predication that

controls SemRep processing. The arguments in these predications are UMLS se-

mantic types, such as ‘Human’ or ‘Anatomical Structure’, which can, for example,

appear in the predication “Anatomical Structure PART OF Human.” All predications

extracted from text by SemRep must conform to an ontological predication.

Semantic interpretation is based on the underspecified parse structure, in which

simple noun phrases are enhanced with corresponding Metathesaurus concepts by
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1) [[head(noun(treatment)), metaconc(‘Treatment’:[topp]))], 
[prep(of)], [head(noun([huntington’s disease)), metaconc(‘Huntington 
Disease’:[dsyn]))], [prep(with)], [head(noun([amantadine)), 
metaconc(‘Amantadine’:[orch,phsu]))]] 

    2) ‘Pharmacological Substance’ TREATS ‘Disease or Syndrome’ 

    3)   Amantadine TREATS Huntington Disease 

Fig. 2 SemRep processing of treatment of Huntington’s disease with amantadine

MetaMap [16]. For example, processing of the phrase treatment of Huntington’s dis-
ease with amantadine produces the structure seen in (1) in Fig. 2. The noun phrase

Huntington’s disease has been mapped to the concept “Huntington’s disease,” with

semantic type ‘Disease or Syndrome’ (dsyn).

The parse structure enhanced with Metathesaurus concepts serves as the basis for

the final phase in constructing a semantic predication. During this phase, SemRep

applies “indicator” rules which map syntactic elements (such as verbs and nomi-

nalizations) to the predicate of an ontological predication. Argument identification

rules (which take into account coordination, relativization, and negation) then find

syntactically allowable noun phrases to serve as arguments for indicators. If an in-

dicator and the noun phrases serving as its syntactic arguments can be interpreted

as a semantic predication, the following condition must be met: The semantic types

of the Metathesaurus concepts for the noun phrases must match the semantic types

serving as arguments of the indicated ontological semantic predication. For exam-

ple, in Fig. 2 treatment is an indicator for TREATS, with the corresponding onto-

logical predication seen in (2) in Fig. 2. The concepts corresponding to the noun

phrases amantadine and Huntington’s disease can serve as arguments of TREATS

because their semantic types (‘Pharmacological Substance’ (phsu) and ‘Disease or

Syndrome’ (dsyn)) match those in the ontological predication. In the final interpreta-

tion, (3) in Fig. 2, the Metathesaurus concepts from the noun phrases are substituted

for the semantic types in the ontological predication.

3 Methods

3.1 Discovery Patterns

3.1.1 The Relations Maybe Treats1 and Maybe Treats2

In order to exploit semantic predications in literature-based discovery, we introduce

the notion of a discovery pattern, which contains a set of conditions to be satis-

fied for the discovery of new relations between concepts. The conditions are com-

binations of relations between concepts extracted from Medline citations. In this
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paper we deal with the Maybe Treats pattern, which has two forms: Maybe Treats1
and Maybe Treats2 (Fig. 4). In both forms the goal is to propose potential new

treatments, and the two can work in concert: proposing either two different new

treatments (complementarity) or the same treatment by using different discovery

reasoning (reinforcement). The following reasoning is used as a novelty check for

the proposed new treatments (stated informally in terms of the X, Y, Z paradigm):

It is a discovery that drug Z maybe treats disease X if there is currently no evidence

in the medical literature that drug Z is already used to treat disease X.

The two discovery patterns are different in the way they generate new candidate

treatments Z. The first form Maybe Treats1 is satisfied when there is a change in

a substance, body function, or body measurement (concept Y) associated with the

starting disease X, and there is also an opposite change in concept Y associated

with concept Z. In other words, we first try to find the characteristics of a disease

X with regard to a change in the level of substance or measurement Y in patients

with this disease. Then we look for a drug or chemical Z that can cause an opposite

change in the same substance or measurement Y. That is, if the Y concept decreases

in association with the X disease, we expect it to increase in association with the Z

drug, or vice versa. An example of the first form is the reasoning used by Swanson

to propose fish oil (Z) as a new treatment for Raynaud’s disease (X). Fish oil (Z) was

proposed because it reduces blood viscosity (Y) which was reported in the literature

to be increased in patients with Raynaud’s.

In using Maybe Treats2 to find a potential new treatment for a starting disease

X we first search for another disease X2 that has characteristics similar to X (Y2

substance or function is either increased or decreased in both X and X2). Then we

propose as a new treatment for disease X the drug (Z2) already used to treat disease

X2, if there is no evidence in the literature that Z2 is already used to treat X. An

example of this might be what we have observed while performing this research. In

patients with Huntington disease (HD) the level of insulin is often decreased. The

level of insulin is also decreased in diabetes mellitus (type 1). Therefore, treatments

for diabetes might also be used for HD.

We can formally define the two forms of the Maybe Treats discovery pattern

using the predications in Figs. 3 and 4.

3.1.2 The Relations Associated with change and Treats

The relations Associated with change and Treats are used to extract known facts

from the biomedical literature. The relations Maybe Treats1 and Maybe Treats2
predict potentially new treatments based on the known facts extracted by Associ-
ated with change and Treats. Associated with change is used to extract a relation

in which one concept is associated with a change in another concept (e.g. a disease

associated with an increase in the level of a substance). For the extraction of Asso-
ciated with change we use BioMedLee. The relation Treats is used to extract drugs

known to treat a disease according to the literature. The major purpose of this rela-

tion in our approach is to eliminate the drugs already known to be used for treatment
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Maybe_Treats(Drug_Z, Disease_X)   IF 
Maybe_Treats1(Drug_Z, Disease_X)   OR 
Maybe_Treats2(Drug_Z, Disease_X).   

Maybe_Treats1(Drug_Z, Disease_X) IF 
Associated_with_change(Disease_X,Subst_Y,Change_Y11) AND  
Associated_with_change (Drug_Z, Subst_Y,Change_Y12)     AND 
Opposite_Change(Change_Y11, Change_Y12)       AND 
NOT Treats(Drug_Z, Disease_X).  

Opposite_Change("Increase", "Decrease"). 
Opposite_Change("Decrease", "Increase"). 

Maybe_Treats2(Drug_Z2, Disease_X) IF 
Associated_with_change (Disease_X,Subst_Y2,Change_Y21)  AND 
Associated_with_change (Disease_X2,Subst_Y2,Change_Y22) AND 
Same_Change(Change_Y21,Change_Y22)  AND 
Treats(Drug_Z2, Disease_X2) AND 
NOT Treats(Drug_Z2, Disease_X). 

Same_Change(“Increase”, “Increase”). 
Same_Change(“Decrease”, “Decrease”). 

Fig. 3 Formal definition of the discovery pattern Maybe Treats

from the list of drugs or chemicals that have not been used, but seem promising.

Additionally, in the Maybe Treats2 form, the Treats relation is used to find existing

treatments to similar diseases. Treats relations are identified by SemRep.

The relation Associated with change is a higher level relation and is based on

basic BioMedLee relations. In this research, we used three methods to derive Asso-
ciated with change where the first two are the most credible. The first is based on

the binary Increase or Decrease relations. For example, for the sentence “Speech
production increases cerebral blood flow in HD patients”, BioMedLEE extracts In-
crease(Speech production, cerebral blood flow). In this example, although the binary

relation associated with “increase” was extracted, the relation “in HD patients” was

lost because BioMedLEE did not recognize that the abbreviation HD referred to

Huntington’s disease.

The second method is to use binary relations in which one of the arguments

has a change such as Increase or Decrease associated directly with the argument.

The relation can be any of those that indicate some kind of an association between

its arguments, such as associated with, exhibited, due to, suggest, results from. For

example, from the sentence “Huntington’s disease brains all exhibited a marked

decrease in substance P fiber density in the substantia nigra and globus pallidus”

BioMedLee extracts Exibit(Huntington disease, Substance P/decrease).
The third way to derive Associated with change relations is to exploit phrase or

sentence level co-occurrence of concepts with which a change is associated with

one of the concepts. In other words, we extract all the concepts from a phrase or

sentence and if there is at least one concept with a change directly associated with

it, we then assume that that concept is related to the other concepts in the same

phrase or sentence. Obviously, this is the least credible way of deriving Associ-
ated with change relations; however, it significantly improves recall. For example,
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from the sentence “In Huntington’s disease, there is a decrease of the neuropeptides,

substance P, enkephalins, and cholecystokinin in the striatonigral system, whereas in

Parkinson’s disease an increase of substance P is found in the substantia nigra”, Bio-

MedLee extracts co occurs(Huntington’s disease, Neuropeptides/decrease) which

is correct, but from the same sentence the system also extracts co occurs (Parkin-
son’s disease/increase, Huntington’s disease), which is not correct.

It is possible to use the Maybe Treats pattern (both forms) for several discovery

tasks depending on what input is provided. If a drug Z is provided as input, the pat-

tern will try to generate diseases X that might be treated. If a disease X is provided

as input, the pattern will try to generate drug Z that might be used to treat the dis-

ease X. If both a disease X and a drug Z are provided as input, the pattern will test

whether the drug might be used to treat the disease. If it can, the pattern can generate

an explanation through the intermediate concepts Y. For example, the drug Z might

be used to treat X because Y is increased in disease X, and Z has been reported to

decrease the level of Y.

3.2 Integrated BioMedLEE and SemRep Output Format

The output formats normally provided by BioMedLee and SemRep are different

from each other, and therefore it was not straightforward to combine the use of

both systems. To enable the integration of the output of the two systems for the

purpose of this research, we developed a common output format, the specification of

which is still evolving. Currently, the common format contains three types of lines:

text, entity and relation. Each type of line is a delimited list of fields. The input to

both systems is a set of Medline citations. Each Medline citation is broken into a

sequence of sentences and each sentence is processed separately. For each sentence,

a line of type text is first generated to present the actual text of the current sentence.

Then a line of type entity is generated for each biomedical entity (concept) extracted

from the current sentence regardless of whether the entity is part of a relation or not.

Finally, all the relations between the entities from the current sentence are generated

as lines of type relation.

Table 1 shows the fields used in the common format. All three types of lines start

with fields 1–6. The first field is the system identification to indicate which system

generated the line, the second is the PubMed identification number, followed by

the subsection abbreviation, which indicates whether the sentence comes from the

methods, conclusions, results or some other subsection of a structured abstract. The

fourth field specifies whether the sentence is from the title or the abstract. The fifth

field specifies the sentence identification, which is slightly different for each system

because different methods are used to recognize sentence boundaries. The sixth field

identifies the row type, which is one of text, entity or relation. This field determines

the format of the rest of the line.

For a line of type text, the next field is the actual text of the sentence, which

for BioMedLee is in a tagged text format where the tags are linked to the entities,
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Table 1 The common format used to represent BioMedLee and SemRep output. There are three
types of lines: text, entity and relation. The first six fields are used by all three types of lines. The
next fields are specific for each line type

Field number Description (example value)

1 BL (BioMedLEE) or SE (SemRep)
2 PubMed ID
3 Subsection of abstract (objective, results)
4 Section of abstract ti(title) or ab (abstract)
5 Sentence id
6 Line type, one of: ‘text’, ‘entity’, ‘relation’
7. Text Sentence text
If line type is ‘entity’ then next fields
7. Entity Entity type (T047 or disease)
8. Entity CUI
9. Entity Preferred name
10. Entity Change term (increase)
11. Entity Degree term (low)
12. Entity Negation (not)
13. Entity MetaMap score
14. Entity Begin character or phrase position
15. Entity End character position of matched phrase
If line type is ‘relation’ then next fields
7–15. Relation Argument1 related fields
16. Relation Name of relation (treat, increase)
17. Relation Negation of explicit relation or empty
18. Relation Begin character or phrase position of relation indicator
19. Relation End character position of relation indicator
20–28. Relation Argument2 related fields

relations, and modifiers, and for SemRep is plain text. For an entity type of line,

there are fields specifying the type of entity, UMLS CUI (Concept Unique Identi-

fier), preferred entity name, change and degree of associated change, location of the

entity, MetaMap score, and location of the entity in the actual text (start and end

position).

For a line of type relation, fields 7–15 describe the first argument of the relation

in the same format as entity line; subsequent fields describe the semantic relation,

including the name of the relation, whether it is negated or not, and the start and end

positions of the relation in the text. Finally, the second argument of the relation is

described in the same way as the first argument in fields 20–28. The specification of

the arguments of the relations is currently redundant for ease of experimentation. At

a subsequent stage the entities and relations will be associated with identifiers and

then arguments of the relations will just be identifiers.

Some of the fields in the common format are specific for only one system, in

which case the other system leaves these fields empty. Sometimes the two sys-

tems fill a particular field in a different way or format. For example, SemRep uses

UMLS semantic types as entity type and BioMedLee uses its own types. BioMedLee
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identifies the part of the actual text as a phrase identifier within a tagged text format

while SemRep uses start and end character positions within a plain text string.

Some of the results presented here were obtained by directly processing the

common output format by Unix shell scripts and Perl scripts. Some of the results

were produced using SQL statements after the common format output generated

by BioMedLee and SemRep was postprocessed with Perl scripts and loaded into a

relational database management system.

4 Results

In this section we first replicate Swanson’s Raynaud’s discovery using the

Maybe Treats1 discovery pattern. Then we present two hypothetically new ther-

apeutic approaches: one for Huntington disease, based on the Maybe Treats1 dis-

covery pattern and one for Parkinson’s disease, based on Maybe Treats2. Although

we have not done a formal evaluation of our approach, at the end of this section

we show evaluation results for the two important components of our methodology,

BioMedLee and SemRep.

4.1 Rediscovering Fish Oil for Raynaud’s Disease

To illustrate the Maybe Treats1 discovery pattern, we show how Swanson’s

Raynaud’s discovery [1] could be replicated. This example also illustrates inte-

gration of semantic relation extraction with an existing (co-occurrence based) LBD

system. We used the BITOLA [3, 4] LBD system (available at http://www.mf.uni-

lj.si/bitola/) and searched for Raynaud’s as the starting concept X. Then, among

the related concepts Y limited to the semantic group Physiology, we found Blood
Viscosity in the eighth place and Platelet Aggregation in the seventeenth place out

of 230 concepts from the Physiology group that co-occur with Raynaud’s. We then

submitted the citations in which Raynaud’s co-occurs with either Blood Viscosity
or Platelet Aggregation to BioMedLee, which produced five relations in which

Raynaud’s was associated with an increase in blood viscosity (examples 3 and 4 in

Table 2) and one in which Raynaud’s was associated with platelet aggregation.

In the next step we used BITOLA to search for concepts co-occurring with blood

viscosity or platelet aggregation. Among others, we found Eicosapentaenoic acid,

which can be found in large quantities in fish oil. After processing the relevant Med-

line citations with BioMedLee, we obtained several relations in which eicosapen-

tainoic acid was associated with a reduction in blood viscosity (examples 5 and 6

in Table 2). By combining examples 3 and 4 with 5 and 6 we can conclude that

eicosapentainoic acid (Z) (and consequently food rich it this acid such as fish oil)

might be used to treat Raynaud’s (X) because blood viscosity (Y) is increased in

Raynaud’s and eicosapentainoic acid reduces blood viscosity.
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Table 2 Examples of extracted relations by BioMedLee (BL) or SemRep (SR). The relation Asso-
ciated with shown in column 3, represented a shortened form of Associated with change

Number System Extracted relations Sentence (or fragment)

1 BL Associated with (oxidative
stress, iron, increase)

Reducing the oxidative stress associated
with increased iron levels

2 SR Treats(coenzyme
Q10,Huntington Disease)

Oral administration of CoQ10
significantly decreased elevated lactate
levels in patients with Huntington’s
disease

3 BL Associated with (Raynaud’s,
blood viscosity, increase)

Local increase of blood viscosity during
cold-induced Raynaud’s phenomenon

4 BL Associated with (Raynaud’s,
viscosity, increase)

Increased viscosity might be a causal
factor in secondary forms of Raynaud’s
disease, . . .

5 BL Associated with
(eicosapentaenoic acid, blood
viscosity, decrease)

We recently reported that
eicosapentaenoic acid (EPA) also reduces
whole blood viscosity

6 BL Associated with
(eicosapentaenoic acid, blood
viscosity, decrease)

A statistically significant reduction in
whole blood viscosity was observed at
seven weeks in those patients receiving
the eicosapentaenoic acid rich oil

7 BL Associated with (Huntington’s
disease, insulin, decrease)

Huntington’s disease transgenic mice
develop an age-dependent reduction of
insulin mRNA expression and diminished
expression of key regulators of insulin
gene transcription, . . .

4.2 Insulin for Huntington Disease

To illustrate the Maybe Treats2 form of the Maybe Treats discovery pattern, we se-

lected Huntington disease as a test case. Huntington disease (HD) is an autosomal-

dominant inherited neurodegenerative disorder that is characterized by the insidious

progressive development of mood disturbances, behavioral changes, involuntary

choreiform movements and cognitive impairments. Onset is most common in adult-

hood, with a typical duration of 15–20 years before premature death. No successful

treatment is currently available. We constructed the set of all 5,511 Medline citations

(in January, 2006) in which Huntington Disease occurs as a MeSH heading. We first

submitted this set to SemRep, which extracted 30,103 relations, out of which 2,139

were Treats relations. Of these, 740 Treats relations contained Huntington disease

as an argument. These represent current treatments for Huntington (example 2 in

Table 2).

Our strategy then was to find relations between HD and changes in substances

or body functions which could be potential therapeutic targets for HD. For this

we submitted the Huntington citations to BioMedLee, which extracted 18,360 re-

lations, of which 1,912 contained a change, 310 of which were associated with

Huntington disease. From the 310 relations, a clinician who is an expert in HD,
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selected 35 interesting concepts representing neurotransmitters, their receptors or

other biologic substances changed in HD. The next step was to find diseases in

which these concepts were changed in the same way as in HD. We than assumed

that drugs and treatments which are successfully used to treat diseases associated

with the same changes in substances and body functions as in HD would be poten-

tial new treatments for HD.

By using this approach we discovered an interesting potential new treatment

for HD – insulin, which was one of the substances found to be decreased in HD

(example 7 in Table 2). Although insulin has been attempted for immediate relief of

one of the symptoms (chorea) of HD [25], we have not found research on insulin as

a general treatment for this disease.

It is known that HD patients develop diabetes mellitus about seven times more

often than matched healthy control individuals [26]. The reason for this is unclear,

although inappropriate insulin secretion is a potential reason. The transgenic HD

mouse model also develops an age-dependent reduction of insulin mRNA expres-

sion and diminished expression of key regulators of insulin gene transcription [27].

Strong evidence from studies in humans and animal models suggests the involve-

ment of energy metabolism defects, which may contribute to excitotoxic processes,

oxidative damage, and altered gene regulation in the pathogenetic mechanism of

HD. Reduced glucose metabolism in affected brain areas of HD patients is a well

documented fact used for diagnostic purposes.

We then searched for diseases other than HD with reduced levels of insulin. Ex-

pectedly the system identified diabetes mellitus. We thus concluded that insulin

treatment, used for diabetes mellitus, might be an interesting drug for HD. In-

sulin might improve glucose metabolism in the brains of HD patients and thus slow

down the pathogenetic process.

4.3 Gabapentin for Parkinson’s Disease

This example illustrating the Maybe Treats1 pattern for Parkinson’s disease uses

the same set of articles used for Maybe Treats2 above. We selected Parkinson’s

disease as a starting concept in a modified version of Bitola which integrates co-

occurrence based association rules with semantic relations extracted by BioMedLee

and SemRep. This version of Bitola is in early development phase and is not yet

publicly available.

In order to find potential therapies for the disease, our discovery strategy was first

to identify Y concepts (Neuroreactive Substance or Biogenic Amine or Biologically

Active Substance), characterized by a “decrease” of some substance in Parkinson’s

disease and in the second step to find all Z concepts (pharmacological substances)

with the opposite change. We limited Y concepts by “change” and got five differ-

ent concepts. Two of them, levodopa and dopamine are the mainstream of therapy

for decades. The next two of the concepts, Hommovanilic acid and Substance P,

were not selected due to inappropriate context of the relations. A relevant relation
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was identified in the following sentence: “Postmortem brain studies indicate that pa-

tients with Parkinson’s disease have decreased basal ganglia gamma-aminobutyric
acid function in addition to profound striatal dopamine deficiencies.” for gamma-
aminobutyric acid (GABA).

In the second step we searched for all Z concepts (pharmacological sub-

stance) characterized by an “opposite change”. Six substances, all antiepileptics,

were identified which were related to GABA in an appropriate way: gabapentin,

Vigabatrin, Tiagabine and Topiramate, methamphetamine and milacemide through

the following sentences: “Gabapentin, probably through the activation of glutamic

acid decarboxylase, leads to the increase in synaptic GABA”, “GVG (Vigabatrin)
caused a significant increase in GABA release, even at concentrations as low as

25μM”, “Tiagabine is an antiepileptic drug, which increases GABA via selective

blockade of GABA reuptake”, “Topiramate increased brain GABA, homocarnosine,

and pyrrolidinone to levels that could contribute to its potent antiepileptic action in

patients with complex partial seizures.” “These results support the hypothesis that

long-term administration of methamphetamine increases the activity of the stria-

tonigral GABA system and thereby reduces the sensitivity of postsynaptic GABA

receptors in the SNR.” And “The results show that milacemide increases the GABA
content in the GABA pool which is associated with the striatonigral neurons.”

GABA is ubiquitous in the nervous system and regarded widely as the principal

inhibitory neurotransmitter of the brain. It is also considered as one of the principal

vehicles for inhibition in Parkinson’s disease. Furthermore, production of inhibitory

transmitter GABA in the subthalamic nucleus (STN), suppressing the hyperactive

STN, is considered as one of the strategies for gene therapy in the treatment of

Parkinson’s disease.

In this way we identified selected antiepileptics as a possible therapy for

Parkinson’s disease. Indeed, some potential benefit of Gabapentin and Toprimate

in treatment of Parkinson’s disease has been already mentioned in the literature

[32, 33].

4.4 Evaluation of BioMedLee and SemRep

Although BioMedLEE has not yet been evaluation for use in LBD, it has been evalu-

ated for two different applications. In Lussier [14], BioMedLEE was combined with

a phenotypic ontological organizing system, PhenOS, to create a new system called

PhenoGO. PhenoGO associates contextual information with GOA annotations [28]

by adding phenotypic information to the protein and GO pairs specified in GOA.

The overall PhenoGO system was evaluated for extracting and coding anatomical

and cellular information associated with the pairs and for assigning the code to the

correct pairs. The results of the evaluation demonstrated that PhenoGO has a pre-

cision of 91% and a recall of 92%. Although the results have been computed for

the entire PhenoGO system and not for BioMedLEE separately, the high perfor-

mance of PhenoGO is an indicator of the performance of BioMedLEE because the
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relations among the genes, GO terms, and phenotypes were determined based on

BioMedLEE.

In Borlawsky [29], BioMedLEE was used for a clinical application geared to

facilitating clinical practice using Evidence-Based Medicine (EBM). This involved

extracting and coding disease, therapy, and drug concepts and their relations from

textual sections of Cochrane Reviews, the best standard for obtaining evidence-

based medicine. Although BioMedLEE was designed for capturing phenotypic

and genotypic relations and not designed for clinical applications or processing of

Cochrane Reviews, the study showed that the pertinent information could be ex-

tracted and correlated with an overall recall of 80.3% and precision of 75.2%. The

most frequent cause of error was due to differences in the semantic classification

assigned by BioMedLEE and by the expert, who manually coded the information.

For example, the expert manually parsed ‘hearing loss’ as a problem, but the NLP

engine alternatively parsed the phrase as a compositional phrase consisting of a

process hearing with a change modifier loss, which is also correct. Thus, it is likely

that performance can be increased by expanding the guidelines to permit certain

variations in semantic categorization between the expert and system and by refining

the system specifically for the clinical domain, which is not as broad as the complete

biomedical domain.

The effectiveness of SemRep in extracting semantic predications from biomed-

ical text has been evaluated in several contexts [24, 30, 31]. In two of these [30, 31],

accuracy was assessed after the predications had been subjected to an automatic

summarization algorithm. In [30], 306 predications (for predicates ISA, CAUSES,

CO-OCCURS WITH, LOCATION OF, OCCURS IN, TREATS) extracted from 1,200

Medline citations were evaluated. Of these, 203 predications were determined to

be correct (66% precision). In [eval2], for predicates AFFECTS, CAUSES, COMPLI-

CATES, DISRUPTS, INTERACTS WITH, ISA, PREVENTS, and TREATS, 148 of 189

predications extracted from 130 Medline citations were judged as correct (78% pre-

cision). SemRep was tested for both recall and precision in [24], using a gold stan-

dard of 300 sentences randomly generated from 36,577 sentences drawn from a set

of Medline citations containing drug and gene co-occurrences. In addition to the

predicates addressed in the first two evaluations, predications having such predi-

cates as INHIBITS, STIMULATES, and DISRUPTS were also assessed. SemRep ex-

tracted 623 predications from the 300 sentences in the test collection. Of these, 455

were true positives, 168 were false positives, and 375 were false negatives, reflect-

ing recall of 55% (95% confidence interval 49–61%) and precision of 73% (95%

confidence interval 65–81%).

5 Discussion and Further Work

Although there are clear advantages in using semantic relation extraction for LBD,

there are also some issues that have to be addressed. One is scalability. Ideally all of

Medline needs to be processed to support the system we propose. The other issue is
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accuracy in semantic relation extraction. We presented some general performance

evaluation of semantic relation extraction, but in further work we plan to evaluate

specifically the extraction of Associated with change and Treats, which are the most

important relations in our method. We also plan to evaluate the performance of the

overall LDB method. Because of these issues, we believe that for the near future,

the best approach would be the integration of semantic relation extraction with co-

occurrence-based LBD. In further work we plan to better integrate the BITOLA

LBD system with SemRep and BioMedLee. Currently, the user has to run the three

systems separately and the output is combined with various scripts in a way which

is not very user-friendly.

Another research contribution is the use of two natural language processing sys-

tems, namely SemRep and BioMedLee, to extract the kind of relations they are best

at capturing. This entailed developing a common format for each system’s output.

To our knowledge this is the first time two different natural language processing sys-

tems have been utilized together to capture different types of semantic relations. We

plan to combine BioMedLee’s change detection with SemRep’s relations in order to

obtain a larger number of binary relations with a change. Namely, SemRep may find

a binary relation whereas BioMedLEE may not, but BioMedLEE may have found

a change in one of the arguments of the relation that SemRep found. Currently we

have a large number of unary change relations which are not associated directly

with another concept. Another way to improve the extraction of change relations

is by analyzing the cases in which the change was not captured and creating better

extraction rules.

Yet another research contribution is the notion of a discovery pattern which is

based on semantic relations and allows more precise hypothesis generation. Here

we have presented one such pattern, Maybe Treats, but we plan to develop other

discovery patterns as well.

We plan to develop a user-friendly web-based interface which will allow public

access to our methodology. It should allow among other things ranking of potentially

new discoveries based on a heuristic ranking procedure not yet developed.

6 Conclusions

Literature-based discovery (LBD) is a method for automatically generating hypothe-

ses from the research literature. Currently LBD systems depend exclusively on co-

occurrence based methods for finding relations between concepts. We presented a

new method aimed at improving LBD. It is based on semantic predications, which

are extracted from text using the combined results of two natural language process-

ing systems. Additionally, the change associated with the arguments of the predica-

tions, is also extracted. We also introduced the notion of a discovery pattern. The

proposed system has the potential to produce a smaller number of false positive

discoveries while, at the same time, facilitating user evaluation and review of poten-

tially new relations. Finally, it can support explanation of the discovery produced.
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Using our methodology we successfully replicated Swanson’s Raynaud’s – fish

oil discovery. Furthermore, we generated some interesting potentially new therapeu-

tic approaches for Huntington disease and for Parkinson’s disease.

We believe that the future of literature-based discovery lies in developing specific

discovery patterns for particular discovery tasks based on semantic relations further

integrated with co-occurrence-based approaches.
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Information Retrieval
in Literature-Based Discovery

W. Hersh

Abstract Finding and accessing relevant information is essential for wider use of

literature-based discovery (LBD). This chapter provides an overview of information

retrieval (IR) with a focus on its role in LBD. It covers the major approaches to

indexing and retrieval, followed by a description of research evaluating them. The

chapter concludes with an overview of IR techniques used for LBD and promising

directions for the future.

1 Introduction

Information retrieval (IR) is the field concerned with the indexing and retrieval of

knowledge-based information [25]. Although the name implies the retrieval of any

type of information, the field has traditionally focused on retrieval of text-based

documents, reflecting the type of information that was initially available by this

early application of computer use. However, with the growth of multimedia content,

including images, video, and other types of information, IR has broadened consid-

erably. The proliferation of IR systems and on-line content have also changed the

notion of the libraries, which have traditionally been viewed as buildings or orga-

nizations. However, the development of the Internet and new models for publishing

have challenged this notion as well, and new digital libraries have emerged [6].

A perspective of the role of IR is provided in Fig. 1, which shows the flow of ex-

tracting knowledge from the scientific literature. IR typically focuses on the initially

narrowing of the broad literature, ideally passing off a more focused set of articles

for the more intensive processing required for extracting and structuring knowledge.
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Fig. 1 Information retrieval in context

Fig. 2 The “life cycle” of
scientific information

IR systems and digital libraries store and disseminate knowledge-based informa-

tion, the type of information that is derived and organized from observational and

experimental research. Knowledge-based information is most commonly provided

in scientific journals and proceedings but can be published in a wide variety of other

forms, including books, Web sites, and so forth. Figure 2 depicts the “life cycle” of

primary literature, which is derived from original research and whose publication is

dependent upon the peer review process that insures the methods, results, and in-

terpretation of results meets muster with one’s scientific peers. In some fields, such

as genomics, there is an increasing push for original data to enter public reposito-

ries. In most fields, primary information is summarized in secondary publications,

such as review articles and textbooks. Also in most fields, the authors relinquish

the copyright of their papers to publishers, although there is increasing resistance to

this, as described later in this chapter.

IR systems have usually, although not always, been applied to knowledge-based

information, which can be subdivided in other ways. Primary knowledge-based in-
formation (also called primary literature) is original research that appears in jour-

nals, books, reports, and other sources. This type of information reports the initial

discovery of health knowledge, usually with either original data or re-analysis of

data (e.g., systematic reviews and/or meta-analyses).

Secondary knowledge-based information consists of the writing that reviews,

condenses, and/or synthesizes the primary literature. As seen in Fig. 1, secondary

literature emanates from original publications. The most common examples of this
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Fig. 3 The information re-
trieval process [25]

type of literature are books, monographs, and review articles in journals and other

publications. Secondary literature also includes opinion-based writing such as edi-

torials and position or policy papers.

Now that we have had a general overview of knowledge-based information, we

can look in further detail at IR systems. A model for the IR system and the user

interacting with it is shown in Fig. 3 [25]. The ultimate goal of a user of an IR

system is to access content, which may be in the form of a digital library. In order

for that content to be accessible, it must be described with metadata. The major

intellectual processes of IR are indexing and retrieval. In the following sections, we

will discuss content, indexing, and retrieval, followed by an overview of how IR

systems are evaluated and issues concerning digital libraries.

2 Content

The ultimate goal of IR systems and digital libraries is to deliver information to

users for specific tasks. It is useful to classify the different types of knowledge-

based information to better understand the issues in its indexing and retrieval. In

this section, we classify content into bibliographic, full-text, and more structured

databases/collections.

2.1 Bibliographic

The first category consists of bibliographic content. It includes what was for decades

the mainstay of IR systems: literature reference databases. Also called bibliographic
databases, this content consists of citations or pointers to the scientific literature

(i.e., journal articles). An example of such a bibliographic database is MEDLINE,

which is produced by the National Library of Medicine (NLM) and contains bibli-

ographic references to the articles, editorials, and letters to the editors in approxi-

mately 4,500 biomedical journals. At present, about 500,000 references are added

to MEDLINE yearly. It now contains over 16 million references. MEDLINE is li-

censed to a variety of information providers and also available directly for free on

the NLM Web site in the Pubmed system (pubmed.gov).
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The current MEDLINE record contains up to 49 fields. Probably the most com-

monly used fields are the title, abstract, and indexing terms. But other fields con-

tain specific information that may be of great importance to smaller audiences. For

example, a genomics researcher might be highly interested in the Supplementary

Information (SI) field to link to genomic databases. Likewise, the Publication Type

(PT) field can help to clinicians, designating whether an article is a practice guide-

line or randomized controlled trial. The NLM also partitions MEDLINE into subsets

for users wishing to search on a focused portion of the database, such as AIDS or

Complementary and Alternative Medicine.

There are, of course, plenty of non-medical bibliographic databases as well. The

ACM Guide to Computing Literature is part of the ACM Portal for computer science

literature, which also includes the ACM Digital Library that contains the full text of

articles published by ACM Press. Another source of on-line bibliographic infor-

mation is Google Scholar, which lacks the richness of more focused bibliographic

databases but makes up for it in breadth of coverage.

A second, more modern type of bibliographic content is the Web catalog. There

are increasing numbers of such catalogs, which consist of Web pages containing

mainly links to other Web pages and sites. Some well-known Web catalogs include

Yahoo (www.yahoo.com) and Open Directory (dmoz.org). There are also many Web

catalogs specific to certain subject domains, Some well-known medical Web cata-

logs, for example, include:

• INTUTE Health and Life Sciences

(http://www.intute.ac.uk/healthandlifesciences/) – catalog of high-quality health

information maintained in UK

• MedlinePLUS (medlineplus.gov) – catalog of consumer-oriented medical infor-

mation maintained by the NLM [35]

• HealthFinder (healthfinder.gov) – consumer-oriented health information main-

tained by the Office of Disease Prevention and Health Promotion of the US

Department of Health and Human Services

2.2 Full-Text

The second type of content is full-text content. A large component of this content

consists of the online versions of books and periodicals. A wide variety of the tradi-

tional paper-based biomedical literature, from textbooks to journals, is now available

electronically. The electronic versions may be enhanced by measures ranging from

the provision of supplemental data in a journal article to linkages and multimedia

content in a textbook. The final component of this category is the Web site. Admit-

tedly the diversity of information on Web sites is enormous, and sites may include

every other type of content described in this chapter. However, in the context of this

category, “Web site” refers to a localized collection (that may be large) of static and

dynamic pages at a discrete Web location.
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Most scientific journals are now published in electronic form. Electronic pub-

lication not only allows easier access, but additional features not possible in print

versions. For example, journal Web sites can provide additional data with additional

figures and tables, results, images, and even raw data. A journal Web site also al-

lows more dialogue about articles than could be published in a Letters to the Editor

section of a print journal. Electronic publication also allows true bibliographic link-

ages, both to other full-text articles and to the bibliographic record. The Web also

allows linkage directly from bibliographic databases to full text. In fact, some bibli-

ographic databases such MEDLINE database now have a field for the Web address

of the full-text paper.

Electronic full-text journals may be produced by the original publisher (e.g.,

Springer, ACM, etc.) or by a value-added publisher. An example of the latter is

Highwire Press (www.highwire.org), which works with publishers to produce elec-

tronic versions of their journals. The Highwire system provides a retrieval interface

that searches over the complete online contents for a given journal. Users can search

for authors, words limited to the title and abstract, words in the entire article, and

within a date range. The interface also allows searching by citation by entering vol-

ume number and page as well as searching over the entire collection of journals that

use Highwire. Users can also browse through specific issues as well as collected

resources.

The most common full-text secondary literature source is the traditional text-

book, an increasing number of which are available in electronic form. A com-

mon approach with textbooks is to bundle multiple books, sometimes with linkages

across them. Electronic textbooks offer additional features beyond text from the

print version. While many print textbooks do feature high-quality images, electronic

versions offer the ability to have more pictures and illustrations. They also have the

ability to use sound and video, although few do at this time. As with full-text jour-

nals, electronic textbooks can link to other resources, including journal references

and the full articles. Many Web-based textbook sites also provide access to contin-

uing education self-assessment questions and medical news. In addition, electronic

textbooks let authors and publishers provide more frequent updates of the informa-

tion than is allowed by the usual cycle of print editions, where new versions come

out only every 2–5 years.

As noted above, Web sites are another form of full-text information. One of the

largest users of the Web to provide information on a variety of topics is the U.S.

government. Examples include:

• The THOMAS system of current and pending legislation (thomas.loc.gov)

• The US Consumer Product Safety Commission (www.cpsc.gov)

• Travel information for various parts of the world (http://www.cdc.gov/travel/)

2.3 Databases/Collections

The final category consists of databases and other specific collections of content.

These resources are usually not stored as freestanding Web pages but instead are
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often housed in database management systems. Where full-text content ends and

this category begins is admittedly somewhat fuzzy, but clearly there is a difference

from an IR standpoint between pure text and more multimedia-rich sources of infor-

mation. This content can be further subcategorized into discrete information types:

• Multimedia databases – collections of images, videos, sounds, etc.

• Citation databases – bibliographic linkages of scientific literature

• Other domain-specific databases

A great number of image databases are available on the Web, from histori-

cal archives to image collections from focused areas, such as airliners (air-

lines.net) and the US National Aeronautics and Space Administration (NASA,

http://images.jsc.nasa.gov/). The Web is full of biomedical image collections as

well. One well-known collection is the Visible Human Project of the NLM, which

consists of three-dimensional representations of normal male and female bod-

ies [42]. This resource is built from cross-sectional slices of cadavers, with sections

of 1 mm in the male and 0.3 mm in the female. Also available from each ca-

daver are transverse computerized tomography (CT) and magnetic resonance (MR)

images. In addition to the images themselves, a variety of searching and brows-

ing interfaces have been created which can be accessed via the project Web site

(http://www.nlm.nih.gov/research/visible/visible human.html).

Citation databases provide linkages to articles that cite others across the scientific

literature. The best-known citation databases are the Science Citation Index (SCI,

ISI Thompson) and Social Science Citation Index (SSCI, ISI Thompson). A recent

development is the Web of Science, a Web-based interface to these databases. An-

other system for citation indexing is the Research Index (formerly called CiteSeer,

citeseer.nj.nec.com) [32]. This index uses a process called autonomous citation in-
dexing that adds citations into its database by automatically processing of papers

from the Web. It also attempts to identify the context of citations, showing words

similar across citations such that the commonality of citing papers can be observed.

One example category of domain-specific databases is the model organism data-
base [37]. This kind of database brings together bibliographic, full text, and other

databases of sequences, structure, and function for organisms such as the mouse [9]

and Saccharomyces yeast [3]. Another well-known aggregation of genomics infor-

mation is the SOURCE (source.stanford.edu) database, which aggregates informa-

tion from many other sources about individuals genes in species [14].

3 Indexing

Most modern commercial IR systems index their content in two ways. In manual
indexing, human indexers, usually using standardized terminology, assign index-

ing terms and attributes to documents, often following a specific protocol. Manual

indexing is typically done using controlled vocabularies, which consist of the set

of allowable terms and relationships between them. In automated indexing, on the
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other hand, computers make the indexing assignments, usually limited to breaking

out each word in the document (or part of the document) as an indexing term.

Manual indexing is used most commonly with bibliographic databases. In this

age of proliferating electronic content, such as online textbooks, practice guide-

lines, and multimedia collections, manual indexing has become either too expen-

sive or outright unfeasible for the quantity and diversity of material now available.

Thus there are increasing numbers of databases that are indexed only by auto-

mated means.

3.1 Controlled Vocabularies

Before discussing specific vocabularies, it is useful to define some terms, since

different writers attach different definitions to the various components of thesauri.

A concept is an idea or object that occurs in the world, such as the condition under

which human blood pressure is elevated. A term is the actual string of one or more

words that represent a concept, such as automobile or car. One of these string forms

is the preferred or canonical form, such as automobile in the present example. When

one or more terms can represent a concept, the different terms are called synonyms.

A controlled vocabulary usually contains a list of terms that are the canonical rep-

resentations of the concepts. They are also called thesauri and contain relationships

between terms, which typically fall into three categories:

1. Hierarchical – terms that are broader or narrower. The hierarchical organization

not only provides an overview of the structure of a thesaurus but also can be used

to enhance searching.

2. Synonymous – terms that are synonyms, allowing the indexer or searcher to ex-

press a concept in different words.

3. Related – terms that are not synonymous or hierarchical but are somehow other-

wise related. These usually remind the searcher of different but related terms that

may enhance a search.

One well-known thesaurus used for indexing bibliographic databases is the Medical

Subject Headings (MeSH) vocabulary is used by the NLM for MEDLINE and other

databases [13]. MeSH contains over 21,000 subject headings (the word MeSH uses

to denote the canonical representation of its concepts). It also contains over 100,000

supplementary concept records in a separate chemical thesaurus. In addition, MeSH

contains the three types of relationships described in the previous paragraph:

1. Hierarchical – MeSH is organized hierarchically into 15 trees, such as Diseases,

Organisms, and Chemicals and Drugs.

2. Synonymous – MeSH contains a vast number of entry terms, which are synonyms

of the headings.

3. Related – terms that may be useful for searchers to add to their searches when

appropriate are suggested for many headings.
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The MeSH vocabulary files, their associated data, and their supporting documenta-

tion are available on the NLM’s MeSH Web site (www.nlm.nih.gov/mesh/). There

is also a browser that facilitates exploration of the vocabulary (www.nlm.nih.gov/

mesh/MBrowser.html).

There are features of MeSH designed to assist indexers in making documents

more retrievable. One of these is subheadings, which are qualifiers of subject head-

ings that narrow the focus of a term. In the Hypertension, for example, the focus of

an article may be on the diagnosis, epidemiology, or treatment of the condition. An-

other feature of MeSH that helps retrieval is check tags. These are MeSH terms that

represent certain facets of medical studies, such as age, gender, human or nonhu-

man, and type of grant support. Related to check tags are the geographical locations

in the Z tree. Indexers must also include these, like check tags, since the location

of a study (e.g., Oregon) must be indicated. Another feature gaining increasing im-

portance for EBM and other purposes is the publication type, which describes the

type of publication or the type of study. A searcher who wants a review of a topic

may choose the publication type Review or Review Literature. Or, to find studies

that provide the best evidence for a therapy, the publication type Meta-Analysis,

Randomized Controlled Trial, or Controlled Clinical Trial would be used.

3.2 Manual Indexing

Manual indexing of bibliographic content is the most common and developed use of

such indexing. Bibliographic manual indexing is usually done by means of a con-

trolled vocabulary of terms and attributes. Most databases utilizing human indexing

usually have a detailed protocol for assignment of indexing terms from the the-

saurus. The MEDLINE database is a good example. The principles of MEDLINE

indexing were laid out in the two-volume MEDLARS Indexing Manual [11, 12].

Subsequent modifications have occurred with changes to MEDLINE, other data-

bases, and MeSH over the years. The major concepts of the article, usually from

two to five headings, are designed as central concept headings, and designated in

the MEDLINE record by an asterisk. The indexer is also required to assign appro-

priate subheadings. Finally, the indexer must also assign check tags, geographical

locations, and publication types.

Few full-text resources are manually indexed. One type of indexing that com-

monly takes place with full-text resources, especially in the print world, is that per-

formed for the index at the back of the book. However, this information is rarely

used in IR systems; instead, most online textbooks rely on automated indexing (see

below).

Manual indexing of Web content is challenging. With several billion pages of

content, manual indexing of more than a fraction of it is not feasible. On the other

hand, the lack of a coherent index makes searching much more difficult, especially

when specific resource types are being sought. A simple form of manual indexing

of the Web takes place in the development of the Web catalogs and aggregations as
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described above. These catalogs make not only explicit indexing about subjects and

other attributes, but also implicit indexing about the quality of a given resource by

the decision of whether to include it in the catalog.

Two major approaches to manual indexing have emerged on the Web, which

are not mutually incompatible. The first approach, that of applying metadata to

Web pages and sites, is exemplified by the Dublin Core Metadata Initiative (DCMI,

www.dublincore.org). The second approach, to build directories of content, is fur-

ther described below.

The goal of the DCMI has been to develop a set of standard data elements that

creators of Web resources can use to apply metadata to their content [52]. The speci-

fication has defined 15 elements, as shown in Table 1. The DCMI has been anointed

a standard by the National Information Standards Organization (NISO) with the

designation Z39.85.

While Dublin Core Metadata was originally envisioned to be included in HTML

Web pages, it became apparent that many non-HTML resources exist on the Web

and that there are reasons to store metadata external to Web pages. For example,

authors of Web pages might not be the best people to index pages or other entities

Table 1 Elements of Dublin Core metadata

Dublin Core element Definition

DC.title The name given to the resource
DC.creator The person or organization primarily responsible for creating the intel-

lectual content of the resource
DC.subject The topic of the resource
DC.description A textual description of the content of the resource
DC.publisher The entity responsible for making the resource available in its present

form
DC.date A date associated with the creation or availability of the resource
DC.contributor A person or organization not specified in a creator element who has

made a significant intellectual contribution to the resource but whose
contribution is secondary to any person or organization specified in a
creator element

DC.type The category of the resource
DC.format The data format of the resource, used to identify the software and pos-

sibly hardware that might be needed to display or operate the resource
DC.identifier A string or number used to uniquely identify the resource
DC.source Information about a second resource from which the present resource

is derived
DC.language The language of the intellectual content of the resource
DC.relation An identifier of a second resource and its relationship to the present

resource
DC.coverage The spatial or temporal characteristics of the intellectual content of the

resource
DC.rights A rights management statement, an identifier that links to a rights man-

agement statement, or an identifier that links to a service providing in-
formation about rights management for the resource

Source: www.dublincore.org
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might wish to add value by their own indexing of content. An emerging standard for

cataloging metadata is the Resource Description Framework (RDF) [34]. A frame-

work for describing and interchanging metadata, RDF is usually expressed in XML.

RDF also forms the basis of what some call the future of the Web as a repository

not only of content but also knowledge, which is also referred to as the Semantic
Web [5]. Dublin Core Metadata (or any type of metadata) can be represented in

RDF [4].

Another approach to manually indexing content on the Web has been to create

directories of content. The first major effort to create these was the Yahoo! search

engine, which created a subject hierarchy and assigned Web sites to elements within

it (www.yahoo.com). When concern began to emerge that the Yahoo directory was

proprietary and not necessarily representative of the Web community at large [10],

an alternative movement emerged, the Open Directory Project.

Manual indexing has a number of limitations, the most significant of which is in-

consistency. This has been studied in MEDLINE. Funk and Reid [18] evaluated in-

dexing inconsistency in MEDLINE by identifying 760 articles that had been indexed

twice by the NLM. The most consistent indexing occurred with check tags and cen-

tral concept headings, which were only indexed with a consistency of 61–75%. The

least consistent indexing occurred with subheadings, especially those assigned to

non-central concept headings, which had a consistency of less than 35%. Manual

indexing also takes time. While it may be feasible with the large resources the NLM

has to index MEDLINE, it is probably impossible with the growing amount of con-

tent on Web sites and in other full-text resources. Indeed, the NLM has recognized

the challenge of continuing to have to index the growing body of biomedical litera-

ture and is investigating automated and semi-automated means of doing so [2].

3.3 Automated Indexing

In automated indexing, the work is done by a computer. Although the mechanical

running of the automated indexing process lacks cognitive input, considerable in-

tellectual effort may have gone into building the automated indexing system. In this

section, we will focus on the automated indexing used in operational IR systems,

namely the indexing of documents by the words they contain.

Some may not think of extracting all the words in a document as “indexing,”

but from the standpoint of an IR system, words are descriptors of documents, just

like human-assigned indexing terms. Most retrieval systems actually use a hybrid

of human and word indexing, in that the human-assigned indexing terms become

part of the document, which can then be searched by using the whole controlled

vocabulary term or individual words within it. With the development of full-text

resources in the 1980s and 1990s, systems that only used word indexing began to

emerge. This trend increased with the advent of the Web.

Word indexing is typically done by taking all consecutive alphanumeric charac-

ters between white space, which consists of spaces, punctuation, carriage returns,
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and other nonalphanumeric characters. Systems must take particular care to apply

the same process to documents and the user’s queries, especially with characters

such as hyphens and apostrophes. Some systems go beyond simple identification of

words and attempt to assign weights to words that represent their importance in the

document [39].

Many systems using word indexing employ processes to remove common words

or conflate words to common forms. The former consists of filtering to remove stop

words, which are common words that always occur with high frequency and usually

of little value in searching. The stop list, also called a negative dictionary, varies

in size in different systems. Examples of stop lists include the 250-word list of

van Rijsbergen [49], the 471-word list of Fox [16], and the PubMed stop list [1].

Conflation of words to common forms is done via stemming, the purpose of which

is to ensure words with plurals and common suffixes (e.g., -ed, -ing, -er, -al) are

always indexed by their stem form [17]. For example, the words cough, coughs, and

coughing are all indexed via their stem cough. Stop word removal and stemming

also reduce the size of indexing files and lead to more efficient query processing.

A commonly used approach for term weighting is TF∗IDF weighting, which

combines the inverse document frequency (IDF) and term frequency (TF). The IDF

is the logarithm of the ratio of the total number of documents to the number of doc-

uments in which the term occurs. It is assigned once for each term in the database,

and it correlates inversely with the frequency of the term in the entire database. The

usual formula used is

IDF(term) = log
number of documents in database

number of documents with term
+1. (1)

The TF is a measure of the frequency with which a term occurs in a given document

and is assigned to each term in each document, with the usual formula:

T F(term,document) = frequency of term in document. (2)

In TF∗IDF weighting, the two terms are combined to form the indexing weight,

WEIGHT:

WEIGHT (term,document) = T F(term,document)∗IDF(term). (3)

Another automated indexing approach generating increased interest is the use of

link-based methods, fueled by the success of the Google (www.google.com) search

engine. This approach gives weight to pages based on how often they are cited by

other pages. The PageRank algorithm is mathematically complex, but can be viewed

as giving more weight to a Web page based on the number of other pages that link

to it, especially when those pages contain a high number of links to them [7, 31]. In

general, authoritative pages are likely to have a very high PageRank, whereas more

obscure pages tend to have a lower PageRank.

Similar to manual indexing, word-based automated indexing has a number of

limitations, including:
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• Synonymy – different words may have the same meaning, such as high and

elevated.

• Polysemy – the same word may have different meanings or senses. For example,

the word lead can refer to an element or to a part of an electrical device.

• Content – words in a document may not reflect its focus. For example, an article

describing automobiles may make mention in passing of other concepts, such as

airplanes, which are not the focus of the article.

• Context – words take on meaning based on other words around them. For ex-

ample, the relatively common words high, blood, and pressure, take on added

meaning when occurring together in the phrase high blood pressure.

• Morphology – words can have suffixes that do not change the underlying mean-

ing, such as indicators of plurals, various participles, adjectival forms of nouns,

and nominalized forms of adjectives.

• Granularity – queries and documents may describe concepts at different levels

of a hierarchy. For example, a user might query for countries involved in World

War II, but the documents might describe specific countries themselves, such as

Germany, the United Kingdom, and the United States.

4 Retrieval

There are two broad approaches to retrieval. Exact-match searching allows the user

precise control over the items retrieved. Partial-match searching, on the other hand,

recognizes the inexact nature of both indexing and retrieval, and instead attempts to

return the user content ranked by how close it comes to the user’s query. After gen-

eral explanations of these approaches, we will describe actual systems that access

the different types of biomedical content.

4.1 Exact-Match

In exact-match searching, the IR system gives the user all documents that exactly

match the criteria specified in the search statement(s). Since the Boolean operators

AND, OR, and NOT are usually required to create a manageable set of documents,

this type of searching is often called Boolean searching. Furthermore, since the user

typically builds sets of documents that are manipulated with the Boolean operators,

this approach is also called set-based searching. Most of the early operational IR

systems in the 1950s through 1970s used the exact-match approach, even though

Salton was developing the partial-match approach in research systems during that

time [41]. In modern times, exact-match searching tends to be associated with re-

trieval from bibliographic databases, while the partial-match approach tends to be

used with full-text searching.

Typically the first step in exact-match retrieval is to select terms to build sets.

Other attributes, such as the author name or publication type, may be selected to
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build sets as well. Once the search term(s) and attribute(s) have been selected, they

are combined with the Boolean operators. The Boolean AND operator is typically

used to narrow a retrieval set to contain only documents about two or more con-

cepts. The Boolean OR operator is usually used when there is more than one way

to express a concept. The Boolean NOT operator is often employed as a subtraction

operator that must be applied to another set. Some systems more accurately call this

the ANDNOT operator.

Some systems allow terms in searches to be expanded by using the wild-card
character, which adds all words to the search that begin with the letters up until the

wild-card character. This approach is also called truncation. Unfortunately there is

no standard approach to using wild-card characters, so syntax for them varies from

system to system. PubMed, for example, allows a single asterisk at the end of a

word to signify a wild-card character. Thus the query word can∗ will lead to the

words cancer and Candida, among others, being added to the search. The AltaVista

search engine (www.altavista.com) takes a different approach. The asterisk can be

used as a wild-card character within or at the end of a word but only after its first

three letters. For example, col∗r will retrieve documents containing color, colour,

and colder.

4.2 Partial-Match

Although partial-match searching was conceptualized in the 1960s, it did not see

widespread use in IR systems until the advent of Web search engines in the 1990s.

This is most likely because exact-match searching tends to be preferred by “power

users” whereas partial-match searching is preferred by novice searchers, the ranks

of whom have increased substantially with the growth and popularity of the Web.

Whereas exact-match searching requires an understanding of Boolean operators and

(often) the underlying structure of databases (e.g., the many fields in MEDLINE),

partial-match searching allows a user to simply enter a few terms and start retrieving

documents.

The development of partial-match searching is usually attributed to Salton [39].

Although partial-match searching does not exclude the use of nonterm attributes of

documents, and for that matter does not even exclude the use of Boolean operators

(e.g., [40]), the most common use of this type of searching is with a query of a

small number of words, also known as a natural language query. Because Salton’s

approach was based on vector mathematics, it is also referred to as the vector-space
model of IR. In the partial-match approach, documents are typically ranked by their

closeness of fit to the query. That is, documents containing more query terms will

likely be ranked higher, since those with more query terms will in general be more

likely to be relevant to the user. As a result this process is called relevance ranking.

The entire approach has also been called lexical-statistical retrieval.
The most common approach to document ranking in partial-match searching is to

give each a score based on the sum of the weights of terms common to the document
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and query. Terms in documents typically derive their weight from the TF∗IDF cal-

culation described above. Terms in queries are typically given a weight of one if the

term is present and zero if it is absent. The following formula can then be used to

calculate the document weight across all query terms:

Document weight = ∑
all query terms

Weight of term in query∗Weight of term in document.

(4)

This may be thought of as a giant OR of all query terms, with sorting of the matching

documents by weight. The usual approach is for the system to then perform the same

stop word removal and stemming of the query that was done in the indexing process.

(The equivalent stemming operations must be performed on documents and queries

so that complementary word stems will match.)

5 Evaluation

There has been a great deal of research over the years devoted to evaluation of

IR systems. As with many areas of research, there is controversy as to which ap-

proaches to evaluation best provide results that can assess their searching and the

systems they are using. Many frameworks have been developed to put the results

in context. One of these frameworks organizes evaluation around six questions that

someone advocating the use of IR systems might ask [28]:

1. Was the system used?

2. For what was the system used?

3. Were the users satisfied?

4. How well did they use the system?

5. What factors were associated with successful or unsuccessful use of the system?

6. Did the system have an impact on the user’s task?

A simpler means for organizing the results of evaluation, however, groups ap-

proaches and studies into those which are system-oriented, i.e., the focus of the

evaluation is on the IR system, and those which are user-oriented, i.e., the focus is

on the user.

5.1 System-Oriented

There are many ways to evaluate the performance of IR systems, the most widely

used of which are the relevance-based measures of recall and precision. These

measures quantify the number of relevant documents retrieved by the user from

the database and in his or her search. They make use of the number of relevant
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documents (Rel), retrieved documents (Ret), and retrieved documents that are also

relevant (Retrel). Recall is the proportion of relevant documents retrieved from the

database:

Recall =
Retrel

Rel
. (5)

In other words, recall answers the question, For a given search, what fraction of all

the relevant documents have been obtained from the database?

One problem with (5) is that the denominator implies that the total number of

relevant documents for a query is known. For all but the smallest of databases, how-

ever, it is unlikely, perhaps even impossible, for one to succeed in identifying all

relevant documents in a database. Thus most studies use the measure of relative
recall, where the denominator is redefined to represent the number of relevant doc-

uments identified by multiple searches on the query topic.

Precision is the proportion of relevant documents retrieved in the search:

Precision =
Retrel

Ret
. (6)

This measure answers the question, For a search, what fraction of the retrieved doc-

uments are relevant?

One problem that arises when one is comparing systems that use ranking ver-

sus those that do not is that nonranking systems, typically using Boolean searching,

tend to retrieve a fixed set of documents and as a result have fixed points of recall

and precision. Systems with relevance ranking, on the other hand, have different

values of recall and precision depending on the size of the retrieval set the system

(or the user) has chosen to show. For this reason, many evaluators of systems fea-

turing relevance ranking will create a recall-precision table (or graph) that identifies

precision at various levels of recall. The “standard” approach to this was defined by

Salton [38], who pioneered both relevance ranking and this method of evaluating

such systems.

System-oriented evaluation is usually carried out with test collections, which

contain a fixed collection of documents, topics, and relevance judgments for which

documents are relevant to each topic. All of the above metrics are then averaged

for the topics in the test collection to determine the performance of a system. One

goal with test collections is to find a single measure that can characterize such per-

formance. The emerging candidate for this metric has been mean average precision
(MAP) [8]. To calculate MAP, average precision is calculated for each topic, and

the mean of these average precision values is MAP. Average precision for a topic

is calculated by averaging precision at every point where a relevant document is

obtained, with values of 0 added for relevant documents not retrieved at all. This

gives an average precision for each topic and MAP is calculated by averaging these

points for the whole collection of topics.

No discussion of system-oriented IR evaluation can ignore the Text REtrieval
Conference (TREC, trec.nist.gov) organized by the U.S. National Institute for Stan-

dards and Technology (NIST, www.nist.gov) [50]. Started in 1992, TREC has

provided a testbed for evaluation and a forum for presentation of results. TREC
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is organized as an annual event at which the tasks are specified and queries and

documents are provided to participants. Participating groups submit “runs” of their

systems to NIST, which calculates the appropriate performance measure, usually

recall and precision. TREC is organized into tracks geared to specific interests.

Voorhees has grouped the tracks into general IR tasks:

• Static text – Ad Hoc

• Streamed text – Routing, Filtering

• Human in the loop – Interactive

• Beyond English (cross-lingual) – Spanish, Chinese, and others

• Beyond text – OCR, Speech, Video

• Web searching – Very Large Corpus, Web

• Answers, not documents – Question-Answering

• Retrieval in a domain – Genomics

Relevance-based measures have their limitations. While no one denies that users

want systems to retrieve relevant articles, it is not clear that the quantity of relevant

documents retrieved is the complete measure of how well a system performs [22,

46]. Hersh [23] has noted that medical users are unlikely to be concerned about

these measures when they simply seek an answer to a clinical question and are able

to do so no matter how many other relevant documents they miss (lowering recall)

or how many nonrelevant ones they retrieve (lowering precision).

What alternatives to relevance-based measures can be used for determining per-

formance of individual searches? Many advocate that the focus of evaluation put

more emphasis on user-oriented studies, particularly those that focus on how well

users perform real-world tasks with IR systems. Some of these studies are described

in the next section.

5.2 User-Oriented

As noted above, system-oriented evaluation is valuable for comparing IR systems

and algorithms, but not provide insight into how effectively they are used by their

intended users. An exhaustive treatise of user-oriented research is beyond the scope

of this chapter, but we can highlight the thread of user-oriented evaluation that has

looked at how well users complete the types of tasks for which IR systems are

intended.

In some early work, Egan et al. [15] evaluated the effectiveness of the Superbook

application by assessing how well users could find and apply specific information.

Mynatt et al. [36] used a similar approach in comparing paper and electronic ver-

sions of an online encyclopedia, while Wildemuth et al. [53] assessed the ability of

students to answer testlike questions using a medical curricular database. For sev-

eral years, TREC featured an Interactive Track that used a task-oriented approach.

Results from this track showed that some algorithms found effective using system-

oriented, relevance-based evaluation measures did not maintain that effectiveness in
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experiments with real users [24]. Another thread of user-oriented research looked

as factors associated with successful use of medical IR systems [26, 27]. Similar to

the TREC Interactive Track, these studies found that user success at tasks was not

necessarily correlated with recall, precision, or related measures.

6 IR Techniques for LBD

Although several other chapters in this volume explore techniques for LBD, this

section will present an overview of the major methods for using IR techniques in

LBD. Most work in this area attempts to replicate LBD discoveries, in particular

Swanson’s connections of fish oil and Raynaud’s [45], migraine and magnesium

[47], and Somatomedin C and arginine [48]. If the LBD process can be replicated

using automated methods, then the generation of new possible connections can gen-

erate hypotheses for biological researchers.

The simplest use of IR techniques involve co-occurrence of words and phrases

in the text [20, 33]. Additional work has explored augmenting the approach with

latent semantic indexing [19]. This technique has also been shown to be effective in

drawing together ideas on the Web [21]. Other researchers have explored clustering

techniques to augment this approach [44].

Other approaches have extended this statistical approach to use MeSH [43] and

UMLS Metathesarus terms [51]. Hristovski and colleagues have also used UMLS

Metathesarus terms, combining them with association rules to facilitate discov-

ery [30]. Their technique has recently been extended to identify genes that play

possible roles in disease [29]. Other authors have also begun to explore gene-disease

connections as well [54].

These techniques have made a modest number of discoveries since replicating

Swanson’s original findings, indicating that new approaches will be needed to aug-

ment additional discovery. While new techniques may be developed, progress is

more likely to come from the expanding biomedical knowledge, particularly in ar-

eas like functional genomics and pharmacogenomics. Although new algorithms may

emerge, the growing explosion of biotechnology is more likely to provide substrate

for existing methods.

7 Conclusions

IR systems have become ubiquitous for computer users from all walks of life.

No productive scientist in the twenty-first century can avoid their use, and they are

particularly crucial for LBD. While IR systems are widespread and easy to access,

there are still challenges to their optimal use from both the technical (e.g., indexing

and retrieval) and societal (e.g., open access publishing) spheres.
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Biomedical Application of Knowledge Discovery

A. Koike

Abstract With rapid progress in biomedical fields, the knowledge accumulated in

scientific papers has increased significantly. Most of these papers draw only a frag-

mental conclusion from the viewpoint of scientific facts, so discovery of hidden

knowledge or hypothesis generation by leveraging this fragmental information has

come into the limelight and more expectations on the system constructions to assist

them has been paid. To respond to these expectations, we have developed a system

called BioTermNet (http://btn.ontology.ims.u-tokyo.ac.jp:8081/) to make a concep-

tual network by connecting conceptual relationships (fragmental information) ex-

plicitly described in papers and explore the hidden relationships in the conceptual

network. The conceptual relationships are extracted by hybrid methods of informa-

tion extraction and information-retrieval techniques. This system has a potential for

wide application. After the validation of system performance, we take up some top-

ics of conceptual network-based analysis and refer to other applications in the future

prospects section.

1 Overview of BioTermNet

After Swanson’s prediction of the dietary effect of fish oil as a pioneering work

of knowledge discovery in the biomedical field [1], several knowledge discovery

methods/systems were proposed [2–5], and some of them were introduced in other

sections of this book. Most knowledge discovery systems use the simple ABC model
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proposed by Swanson, which assumes that if a paper describes the relationship

between concepts/terms A and B, and another paper describes the relationship be-

tween concepts B and C, the relationship between concepts A and C is inferred,

even if there are no papers that explicitly describe the relationship between A and C.

Although our method is based on this idea, it has the following characteristics to de-

velop a system that effectively predicts hidden relationships and proposes evidence

for them so that users can easily comprehend the prediction results.

(1) Originally developed dictionaries with publicly available thesauruses to con-

sider multiwords, synonyms, hyponyms, and hypernyms are utilized.

(2) The uses of a statistical approach and syntactic analysis for extraction of con-

ceptual relationships are combined.

(3) Semantic types such as genes and diseases are added to enable intermediate

candidate concepts to be focused on.

(4) Multiple intermediate steps (AB1B2C model and AB1B2B3C model, etc.) can

be used.

(5) Evidential sentences for syntactic analysis and evidential abstracts for the sta-

tistical approach are presented.

(6) Multiple start/end points can be used.

(7) These discovery processes are fully automatically performed. (without manual

selections of intermediate concepts).

Characteristic (1) is down-to-earth but has a large effect on knowledge discovery

performance. There are some methods for extrapolating terms by statistical methods

in order to extract the relationships among synonyms, hypernyms, and hyponyms.

The trivial error of recognition of concepts/terms leads to the extraction of mean-

ingless hidden relationships, so manual checks of automatically extracted terms are

necessary in most cases. Also in our study, a manual check is performed after the

automatic term extraction before the registration of these terms into our dictionar-

ies. In BioTermNet, a public thesaurus: Unified Medical Language System (UMLS),

disease ontology, OMIM, specific thesauruses developed in our laboratory: GENA

(gene name dictionary), family name dictionary, and other semi-automatically ex-

tracted terms to compensate for inadequacy of semantic classes of UMLS such as

pathway name class, are used.

The syntactic-analysis and statistical approaches in (2) compensate for the de-

ficiencies of each other. If the statistical approach is used, important but minor

relationships, especially newly discovered relationships, tend to be ignored. Fur-

thermore, distinguishing edge kinds such as protein interactions and functionally

related proteins in taking account of a signaling/metabolic network such as “protein-

A activates protein-B and protein-B inhibits protein-C” is sometimes necessary.

Edge kinds are only distinguished by syntactic analysis. If only syntactic analy-

sis is applied, on the other hand, extracting meaningful two-concept relationships

for all semantic types with high performance is quite difficult. This is because the

expressions of two-concept relatedness are quite various, some relationships are de-

scribed over more than one sentence, and information extraction for complicated

sentences specific in the biomedical domain is quite an abstruse task for current
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NLP techniques. In this system, interaction/regulation relationships between a pro-

tein/gene/family/compound (drug) or a gene/protein-biological process function are

extracted by syntactic analysis. That is because they are constitutive to consider a

pathway network, and their relationships can be more clearly described than other

two-concept-type relationships.

Semantic restriction in (3) is effective for considering a user’s idea such that

the final concept is induced from start concept by mediating chemical compounds

in one step or by mediating genes and chemical compounds in two steps. Multi-

ple intermediate steps in (4) reduce the gap of conceptual relatedness and lead to

the knowledge discovery of easily understandable relationships. The presentation of

evidence in (5) is a fundamental function because the researcher cannot determine

whether the intermediate concept is a meaningful candidate without evidential doc-

uments or adequate background knowledge. Various contrivances of other systems

are summarized in [6] below and in other sections of this book. By the extension

of multiple start/end concepts in (6), the application of our system to analysis of

high-throughput results becomes possible.

The objective of BioTermNet is not just only knowledge discovery but to present

hidden relationships and information to enable users to confirm or investigate the

relationship actually described in the paper. Both the “open discovery process” (only

start concept is given) and the “closed discovery process” (start and end concepts

are given) can be performed in our system.

2 System and Methods

BioTermNet has been constructed using the following steps to explore hidden rela-

tionships:

• Step 1: Term Recognition

• Step 2: Calculation of conceptual relationships based on syntactic analysis: gene/

protein/family/compound interaction and gene-function extraction

• Step 3: Calculation of conceptual relationships based on statistical analysis

• Step 4: Calculation of conceptual network based on syntactic and/or statistical

relationships

• Step 5: Drawing of conceptual network

Steps 1–3 are pre-calculated. After that, the queries are given by users and steps 4

and 5 are interactively processed. When query q (in (2) described below) consists of

multiple concepts or some conditions are imposed in the calculation of relationship

(for example, the search of related genes of a certain gene under the cell division), all

concept IDs and their frequencies per abstract are indexed to interactively calculate

the conceptual relationships instead of the pre-calculation of step 3.

In step 1, all concepts in MEDLINE abstracts are converted into concept IDs:

recognition of terminologies, resolution of ambiguities (for example, GCK is an ab-

breviation of both glucokinase and germinal center kinase), and addition of semantic
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classes (basically UMLS semantic classes) for each terminology are performed.

There are trivial variations of terminologies such as “NF-kappa B, NF kappaB” and

“Alzheimer disease, Alzheimer’s disease” are absorbed in these recognition steps as

far as possible using a devised trie, as described in a previous work [7].

In step 2, relationships explicitly described in abstracts are extracted by syntac-

tic analysis. After the recognition of terminology, the sentence is shallowly parsed,

noun phase bracketing is done, sentence structure is analyzed, and then, the ACTOR

and OBJECT relationship is recognized. The extractions of ACTOR-OBJECT rela-

tionships are then performed when they are described as being in a certain relation-

ship (such as inhibition of OBJECT by ACTOR, ACTOR regulates OBJECT). In

this system, PRIME data [8–10] were used for the syntactic-analysis approach. They

were extracted from MEDLINE abstracts for each species, such as “Saccharomyces
cerevisiae,” “Caenorhabditis elegans,” “Drosophila melanogaster,” “mice,” “rats,”

and “humans.” These included 920,000 (nonredundant) protein interactions and

360,000 annotated gene-function relationships for major eukaryotes as of April

2006. Details on information extraction have been described in previous papers

[8–10].

In step 3, there are several statistical methods to extract conceptual relationships

and their performance is compared in the section “3. Comparison of Calculation

Methods.” In BiotermNet, related concepts were calculated by applying a similar

text-search technique, the vector space model [11], which is widely recognized to

effectively select representative concepts. Equation (1) represents the weighting for

document d with query q and is called Lnu weighting. Lnu weighting is similar to

TF-IDF but is recognized to be superior in considering the document length and

in rendering the “verbosity” of a document. The importance of taking into account

the effect of document length on MEDLINE abstracts has been presented in pre-

vious work [12]. Equations (2) and (3) represent the weights for query term ti in

the queries and that in document d, respectively. Equation (4) calculates the “rep-

resentativeness” of concept p in documents including query q, and the statistical

relatedness of query q to concept p is derived. When documents including query

term q; D(q), exceed 30,000 in our system, the top 30,000 weighted documents de-

fined by (1) are selected in interactive mode in step 3 and are used as D(q) to reduce

the CPU calculation time and interactively present the conceptual network.

w(d,q) =
∑
i

wq(ti|q)∗wd(ti|d)

L+κ ∗ [dlen(d)−L]
, (1)

wq(ti,q) =
1+ log[t f (ti|q)]
1+ log[t f (.|q)]

, (2)

wd(ti,d) =
1+ log[t f (ti|d)]
1+ log[t f (.|d)]

∗{1+ log(N/d f (ti))}, and (3)

rel(p,q) =

{
∑

d∈D(q)

1+ log[t f (p|d)]
1+ log[t f (.|d)]

}
∗{1+ log(N/d f (p)} . (4)
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Here, dlen(d) is the number of different concepts in document d, L is the average

dlen(d) over all documents, and κ in (1) is a slope constant set to 0.2. d f (ti) is

the number of documents including ti, and N is the total number of documents.

t f (ti|q) is the frequency of concept ti in query q (consisting of multiple concepts),

and t f (.|q) is their average frequency over all concepts in query q. In a default, a

query consists of a unique concept ID, so (2) equals 1. t f (ti|d) is the frequency of ti
appearing in document d, and t f (.|d) is the average frequency over all concepts in

document d.

When all steps are calculated using the statistical approach, the score in each

step (score(p,q): score between concepts p and q) is defined by log(rel(p,q)/rel(q,q)).
The value of (4) depends on the number of retrieved documents, so normalization is

performed by the relatedness query itself rel(q,q). When only syntactic analysis or

syntactic analysis and statistical approaches are combined, each step based on syn-

tactic analysis is set to log(0.95) as a default to prioritize syntactic analysis data. The

priority of the statistical relationship and syntactic analysis relationship depends on

the research purpose, so that priority can be changed to the average relatedness for

gene/protein/family/compound interaction and that for gene-function with options.

When multiple intermediate steps are used, the sum or harmonic mean of logarithms

of the score of each step is defined as the path score in both closed and open dis-

covery systems. The calculated path score is assigned to each node. When there are

multiple paths for a node, a maximum score is assigned to the node. The generated

network changes depending on the path score calculation method.

2.1 Closed Discovery System

Start Query (Qs) → B and end query (Qe) → B retrieval (two-step network),

Qs → B1, B1 → B2, Qe → B2 (three-step network), Qs → B1, B1 → B2, Qe →
B3, B3 → B2 (four-step network), are available steps in a closed discovery process

with a single start/end query. Although adding intermediate steps is also theoreti-

cally possible, the web service is limited to a four-step network. That is because

more than four-step discovery requires too much CPU-calculation time to ensure

efficient discovery of knowledge interactively. Knowledge discovery results based

on too many intermediate steps tend to generate spurious relationships. The seman-

tic type in each step (layer) can be specified.

Representative/related concepts that are greater than a certain threshold extracted

by start query and end query are pooled as pseudo-intermediate concepts in the

two-step network. Common representative concepts are selected from these and

the path score (the sum or harmonic mean of the logarithm of each relationship

log(score(p,q)) as mentioned above) passing over each pseudo-intermediate con-

cept is calculated. Intermediate concepts having the top 10–50 (user choice) path

scores are selected and their network is presented.

In the three-step network, pseudo-intermediate concepts B1 are selected and used

as queries to explore the next pseudo-intermediate representative concepts B2. B2
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concepts connecting Qe concepts with the highest 10–50 path scores are selected

and the B1 concepts, which connect to the selected B2 concepts and whose high-

est path scores are more than the lowest path scores of selected B2 concepts, are

selected.

In the four-step network, pseudo-intermediate concepts (B1 and B3) are used as

queries. Similarly, B2 concepts connecting B1 and B3 concepts with the top 10–50

(user choice) path scores are selected, and B1 and B3 concepts, which are connected

to the selected B2 concepts and whose highest path scores are more than the lowest

path scores of the selected B2 concepts, are selected.

When closed discovery system is extended to multiple start and end queries

or multiple start queries with a single end query, intermediate concepts are se-

lected by voting from the connecting start and/or end query concepts instead of the

max path score. For example, start queries: Qs1, Qs
2
, . . . , QsN, and end queries:

Qe1, Qe
2
, . . . , QeM are given for three-step discovery, after the calculation of

Qsn → B1
n, B1

n → B2
n, and Qen → B2

n for each start and end query. Then, B2

concepts are selected in descending order of the sum of the number of connecting

start concepts and end concepts (if there are a unique end concept, the number of

connecting start concepts is used) under the condition that B2 connects B1 and Qe.

Then, the B1 concepts, which connect to the selected B2 concepts and whose high-

est path scores are more than the lowest path scores of selected B2 concepts, are

selected.

2.2 Open Discovery System

Qs → B, B → C (two-step network), Qs → B1, B1 → B2, B2 → C (three-step net-

work), and Qs→B1, B1 →B2, B2 →B3, B3 →C (four-step network) are provided

in this system as an open discovery process with a single start concept. The semantic

types in each step can be specified. All path scores are calculated, which is similar

to the closed discovery system. Three methods are applied to select C concepts.

The first is (1) Max score method: the descending order of path scores for C con-

cepts, and the second is (2) Voting method: the voting of C concepts in the final

step (B → C), i.e., how many times the target concept is regarded as a concept re-

lated to intermediate terms. (For example, when B1 → C1, B
2 → C1, B

3 → C2, and

B4 → C1 are calculated, C1 is counted as 3 and C2 is counted as 1.) The third is (3)

Sum method: the descending order of the sum of the path score for C concepts. As

a default, the max score method, which is superior to other methods in most cases

in our preliminary study using Lnu weighting, is available on the Web.

When multiple start concepts are given, after the calculation of each discovery

process, the final concept is selected in descending order of the number of con-

necting start concepts that are used. After that, intermediate concepts, which di-

rectly/indirectly connect to the selected final concepts and whose highest path scores

are more than the lowest path scores of selected final concepts, are selected.
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Although the details are not mentioned here, the number of pseudo-intermediate

concepts is reduced in each concept expansion step using the fragmental maximal

path score to efficiently draw a network in both open and closed discovery on the

Web service [6].

3 Comparison of Calculation Methods

As described above, BioTermNet uses both syntactic analysis and statistical method

for extraction of explicit relationships. In the latter, concepts that noticeably co-

occur in abstracts (or a document unit) are assumed to be related, but it is not

assured that an explicit relationship between them is described in the text. There-

fore, a statistical method that scores explicitly described relationships higher than

mere co-occurrence terms (relationships) is desirable. The required specifications

for the calculation method are as follows: (1) it must score explicit relationships

highly; and (2) it must give an appropriate score to calculate the network and as-

sist in plausible new discovery. If only the performance of knowledge discovery is

pursued, only (2) is required, but (1) is set to the essential qualification to present

easily understandable evidence. To select the best calculation method from these

two points, we evaluated eight statistical methods and SVD (Singular Value De-

composition).

The Dice coefficient (5), Cosine coefficient (6), Simpson coefficient (7), and Mu-

tual Information (MI) (8) are generally applied to identify the relatedness between

two terms/concepts. MI tends to evaluate low-frequency concepts too highly, so the

frequency of documents containing both p and q, is used as a multiplication factor

in MI∗ freq (9). TF-IDF (10) is a widely used term weight in text retrieval. Although

HyperGsum (HG) based on hypergeometric distribution is not widely known, it is

superior at representing characteristic terms in the retrieved documents [13]. Each

method is defined as follows.

Dice coefficient

rel(p,q) =
2∗d f (p,q)

d f (p)+d f (q)
. (5)

Cosine coefficient

rel(p,q) =
d f (p,q)√|d f (p)||d f (q)| . (6)

Simpson coefficient

rel(p,q) =
d f (p,q)

min(d f (p),d f (q))
. (7)

Mutual information

rel(p,q) = log

(
N ∗d f (p,q)

d f (p)∗d f (q)

)
. (8)
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MI∗freq

rel(p,q) = d f (p,q)∗ log

(
N ∗d f (p,q)

d f (p)∗d f (q)

)
. (9)

TF-IDF

rel(p,q) = t f (p|D(q))∗ log(N/d f (p)). (10)

HyperGsum (HG)

rel(p,q) = − log(hgs(N,d f (p),d f (q),d f (p|D(q)),

hgs(N,d f (p),d f (q),d f (p|D(q))

= ∑
l≥d f (p|D(q))

C(d f (p),d f (p|D(q))C(N −d f (p),d f (q)−d f (p|D(q))
C(N,d f (q))

. (11)

Here, df(p) is the frequency of documents including concept p; df(p,q) is the fre-

quency of documents including concepts p and q; D(q) is the set of documents

containing concept q; t f (p|D(q)) is the frequency of concept p in documents D(q);
N is the number of all documents; and C(t,u) =t Cu = u!/t!(t −u)!

Latent semantic indexing (LSI) based on singular vector decomposition (SVD)

reduces the number of dimensions of the term-document space, and related concepts

or similar documents are projected in similar positions in the reduced space [14].

SVD is widely used in text retrieval systems to automatically consider synonyms

of query terms. Rectangular term (concept ID)-document matrix D (matrix element

Dij is the frequency of the i-th concept ID in the j-th document, D is a term-by-n

document matrix) is decomposed as

D = UΣVT , (12)

where U is a m-by-m unitary matrix and its columns consist of eigenvectors of

D ·DT (called left singular vectors) and V is a n-by-n unitary matrix and its columns

consist of eigenvectors of DT · D (called right singular vectors). Σ is a diagonal

matrix of non-negative singular values, and those values are in descending order.

This is known as the singular value decomposition of matrix D.

Concept vector q is approximated by k dimensions using the first k columns of

the U matrix and the highest k singular values of Σ:

q̂(k) = qT UkΣk
−1. (13)

The relatedness between two concepts, p and q, is represented by the cosine of their

vectors in the k-approximation of matrix D:

rel(p,q) =
p̂(k)T · q̂(k)∥∥p̂(k)T

∥∥∥∥q̂(k)
∥∥ . (14)
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The use of log entropy weighting represented by (15) instead of concept frequency

in matrix D has been reported to be effective [15]. By the introduction of log en-

tropy, low frequency concepts are emphasized and high-frequency concepts are

lowly weighted.

Di j = li j ∗gi j,

= log2(1+ fi j)∗
{

1+
(

∑ j pi j log2(pi j)
log2 n

)}
, (15)

pi j =
fi j

∑ j f i j

.

In this study, both SVD based on the simple concept frequency matrix (here-

inafter referred to as SVD) and that based on (15) (hereinafter referred to as

SVD-entropy) were calculated. Calculations were performed using the SVDPACK

Lanczos algorithm [16]. The dimensionality is reduced to k = 200 after testing

various dimensions.

MEDLINE abstracts with the MeSH term “human” as of April 2006 (222,531

concepts and 8,044,562 documents) are used in the test of relationship extraction.

In Fig. 1, 15,000 HPRD (human protein reference database [17]) protein–protein

interactions are taken as a golden standard, and the recall of protein interactions

against retrieved concepts (retrieved concepts include all semantic types) is plotted.

In Fig. 1, Lnu weighting exhibits the best performance. As described in [18], Lnu

weighting exhibits the best performance in gene-disease (OMIM data [19]), gene-

GO (gene ontology) biological process, and gene-GO molecular functions [20]. In-

terestingly, although HyperGsum recall is low in Fig. 1, it exhibits the best recall

Fig. 1 Comparison of recall of protein interaction extraction at each retrieved rank among statisti-
cal methods and SVD
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of the GO cellular component [18]. All statistical methods except Lnu weighting

and TF-IDF presume that each concept appears only once per abstract. The target

concept frequency per abstract is close to one only in the GO cellular component re-

lationship, so HyperGsum seems to be better than other statistical methods when the

average target concept frequency is close to one [18]. Otherwise, Lnu weighting is

better than other methods from the viewpoint that desirable statistical method scores

explicitly described relationships higher than mere co-occurrence concepts. SVD is

well recognized to be effective in considering synonyms without dictionaries and

document clustering because it reduces the document-concept space, and as a re-

sult, hidden concept relationships including synonyms can be considered. In Fig. 1,

however, both SVD and SVD-entropy exhibit significantly lower performance than

the other methods and it also exhibits significantly lower performance than other

methods in gene-GO and gene–disease relationships. There is a method which per-

forms the SVD based on the pseudo-documents where all abstracts describing about

each gene are concatenated and are used as a document unit instead of an abstract,

and estimates gene–gene distances by calculating pseudo-document distances [21].

Even if this method is applied, the performance is rather worse than the result of

simple SVD in Fig. 1.

The largest difference between SVD and other methods is that SVD considers

all conceptual relationships to determine the relatedness of two targeted concepts,

but other statistical methods consider only the overlap of targeting a two-concept

distribution in abstracts. We expect that rather than consideration of all relationships,

focusing attention on a two-concept distribution deflection is important to extract

explicitly described relationships in a text.

Next, to evaluate the knowledge discovery performance of each method, con-

ventional subjects are used as golden standard, and the rank of the target concept

predicted by each method is summarized in Table 1. The MEDLINE abstracts with

MeSH term “human” up to the year in parenthesis in Table 1, is used. (At the next

year, original predictions were made by Swanson.) The semantics of final concepts

are restricted as follows: (1) the effective lipid (UMLS semantic type: T119) or

biologically active substance (T123) for Raynaud’s disease, for Raynaud’s disease–

fish oil relationship [1], (2) the compound (T109) effective for migraine, for Mg–

migraine relationship [22], (3) the compounds (T109) whose intake are effective for

somatomedin-C-related phenomena in vivo, for somatomedin C-Arg [23], (4) the

indomethacin-applicable disease (T047), for indomethacin–Alzheimer disease rela-

tionship [24], (5) the genes (T116), which are the etiological factors of schizophre-

nia, for schizophrenia-Ca-independent phospholipase A2 relationship [25]. When

these golden standard start and end concepts co-occurred in abstracts (for example,

Mg–migraine), concepts that co-occurred (or did not co-occur) with the start con-

cept in abstracts not greater than the number of co-occurring abstracts of the golden

standard are used as prediction targets. The ranks of Table 1 will be improved by the

restriction of final concept semantic types [6]. In this study, after applying the max

score method, normalized max score method, voting method, sum score method,

and normalized sum score method (all path scores are calculated based on harmonic

mean of logarithm of each step relatedness) to select the final concept, the best and
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Table 1 Summary of ranks of target concepts in open discovery process

Dice HG Lnu Simp MI∗freq MI Cos TF-IDF SVD

Raynaud’s disease →
fish oil (1985)

107 214 205 1,305 21 320 228 1,557 807
[192] [144] [175] [206] [206] [149] [149] [126] [174]

Migraine → Mg
(1987)

131 4 40 15,540 7,273 8,732 161 19,628 21,019
[8] [6] [10] [1] [1] [6] [6] [12] [6,397]

Somatomedin
C → Arg (1989)

91 198 149 9,637 370 2,026 146 716 37
[49] [79] [19] [71] [71] [58] [56] [33] [8]

Indomethacin →
Alzheimer disease
(1995)

383 61 256 14,929 1,950 4,879 383 8,323 16,800
[3] [1] [17] [1] [1] [1] [1] [4] [4,477]

Schizophrenia →
Ca-independent
phospholipase A2
(1997)

4 5 19 7,112 5,438 1,784 44 1,299 8,204
[71] [42] [46] [42] [42] [37] [37] [22] [5,529]

Values outside and inside brackets represent the results of max score method and those of voting
method, respectively. Values of SVD outside brackets represent the ranks without intermediate
concepts and those inside brackets represent the results based on log entropy instead of term fre-
quencies in matrix D in (12)

second best results among all methods, the normalized max score and voting method

result, are summarized in Table 1. Concerning SVD, intermediate steps have less

meaning, so only the result of the rank of direct relationship is depicted.

Furthermore, an appropriate final concept is not the only provided target con-

cept (for example, an effective lipid for Raynaud’s disease is not only fish oil), so

the target concept in Table 1 is not necessarily ranked first. Actually, plausible con-

cepts are ranked higher than the correct answer concepts [6]. For example, Gitelman

syndrome and SUNCT syndrome are ranked higher than Alzheimer’s disease in

the results of max score method with Lnu-weighting. Recently, growth failure of

Gitelman syndrome was reported to be remedied by increasing the indometacin

dose (PMID:10569969) and response to treatment with indomethacin in patients

with SUNCT syndrome was also reported (PMID:9055807). In this sense, a simple

comparison of the ranks of Table 1 is not appropriate to evaluate these methods. The

performance of each method, however, can be conjectured.

As shown in Table 1, except Lnu-weighting, HyperGsum, and Dice, the voting

method shows the best performance in most cases and the difference between the

voting method and the normalized max score is quite large. Since the voting method

tends to select the major concepts due to their characteristics, the methods with

small difference between voting and max score methods, Dice, HyperGsum, and

Lnu-weighting, would be desirable.

Surprisingly, HyperGsum seems to be better than Lnu-weighting in some cases,

in spite of its low performance in the extraction of explicitly described relation-

ships. This might be because the influences of the target concept density in abstracts

are receded in the case of the large size of abstract sets such as those of Mg and

Alzheimer’s disease. The decrease in performance of Lnu-weighting in the network
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calculation can be expected due to the lack of symmetry, that is, the relatedness

of A → B and B → A are different in this method, and because the relatedness

strength of conceptual relationships is not absolute. The latter does not influence

the extraction of relationships but they may be a problem for the network score cal-

culation. Therefore, the direct comparison between relationship strengths B1 → C

and B2 → C is not appropriate. Although the pseudo normalization was performed

(score(p,q) = rel(p,q)/rel(q,q)), the normalization did not seem to be sufficient.

As shown in Table 1, the results of SVD are worse than other techniques ex-

cept somatomedin C – Arg. That is, the final concepts are quite far from the start

concept even in the dimensionally reduced space. Even if the intermediate concepts

were introduced, the ranks were not improved (data not shown). This indicates that

the desired relationships as knowledge discovery/hypothesis generation are close to

the indirect relationships based on the connections of multiple facts rather than the

relationships of similar concepts in latent semantic space. Although the simple term

frequency based SVD shows better results than entropy based SVD in the extrac-

tion of relationships explicitly described in text as shown in Fig. 1, concerning the

distance of the knowledge discovery, the results are the reverse.

Although the efficiency of a statistical method depends on the network calcula-

tion method, Lnu-weighting and HyperGsum seem to be better than other methods

such as conventionally used MI, at least when the harmonic mean of the logarithm

of a statistical value is applied. Lnu-weighting is used in the sections below.

The details of the BioTermNet open and closed discovery result analysis of “Mg–

migraine” and “Raynaud’s disease–fish oil” based on Lnu-weighting were reported

in [6]. The plausible and understandable evidences were also presented [6].

4 Application to Pharmaco Genomics

Pharmaco genomics, that is, the study of SNPs, which causes personal differences

in beneficial and side effects of drugs, is becoming an important subject. To specify

the targeted SNPs or SNP haplotypes (the set of SNP alleles along a region of a

chromosome) by SNP typing, the inquisition of the gene containing the targeting

SNPs is necessary. There are various genes containing the target SNPs, for exam-

ple, genes to which the compound binds, genes in the same signaling pathway of

the drug targeting gene, or genes related to the metabolism of the drug. Making

a list of candidate genes containing functional SNPs or haplotypes for a drug re-

quires much background knowledge. Therefore, BioTermNet assists for searching

candidate genes for SNP typing. For example, aspirin is a widely used drug with

antipyretic, analgesic, anti-inflammatory, and anticoagulant effects. Low-dose long-

term aspirin has an inhibitory effect on platelet aggregation and causes a prolonga-

tion of the bleeding time and is used for reducing the odds of heart disease including

serious atherothrombotic vascular event. Aspirin resistance describes an inability of

aspirin to produce these anticipated effects on platelet function [26]. Several possi-

ble causes of aspirin resistance have been discussed and the difference of individual
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genotypes is one of them. Although several experiments have been performed for

searching the aspirin resistance related SNPs and haplotypes [27, 28], all aspirin re-

sistance related SNPs and haplotypes have not yet been resolved. In Fig. 2, possible

genes related to aspirin directly or indirectly from the viewpoint of bleeding time

are depicted (closed discovery with first layer: gene, and second layer: compound)

as a result of BioTermNet. Relationships between aspirin and first-layer genes are

restricted to syntactic analysis data; so genes in the regulation relationships with as-

pirin are extracted. By clicking the edges, the following interpretation is obtained.

“Aspirin inhibits both the PTGS1 (COX-1) and PTGS2 (COX-2) (syntactic analysis

PRIME result, PMID:10096266) and PTGS1 and PTGS2 catalyze the formation of

various prostaglandins and thromboxane A2 (PRIME result, PMID:12032335). The

inhibition of thromboxane A2 synthesis causes the prolongation of bleeding time

(PMID:2526385).” Accordingly the administration of aspirin causes the prolonga-

tion of bleeding time. As other concepts are drawn as a conceptual network, by

going over the other conceptual relationships (edges), other possible interpretations

are obtained. When only one intermediate layer with semantic class of gene is used

for the closed discovery, the platelet glycoproteins such as GP1BA and ITGA2B are

highly ranked. The interpretation of aspirin effect on bleeding time with mediating

platelet glycoprotein is also obtained as follows. “Aspirin inhibits platelet glyco-

protein activation (PMID:15370100) and this leads to prolong the bleeding time

(PMID:16525577).” The correct interpretations of the mechanism of aspirin effect

on bleeding time are not necessarily unique. Of these listed genes in closed dis-

coveries, all genes with plausible intermediate terms and interpretations are aspirin

relevant gene candidates appropriate for SNP typing.

Furthermore, when genes in the first layer are limited to the genes with functional

SNPs or haplotypes, (SNPs or haplotypes, that have been reported to have any ef-

fects on disease risks and drug side effects, aspirin and polymorphism are used as

a start query), it represents the priority of SNP typing of targeted genes to specify

the drug-effective-related SNPs at the current knowledge although the document in-

formation itself is not sufficient. In Fig. 2, most of genes have functional SNPs or

haplotypes and some of them are relevant to aspirin resistance. By incorporating

SNP frequencies in an SNP database such as HapMap [29] into BioTermNet, the

selection of appropriate SNP-typing target genes based on their SNP frequency data

and documents knowledge is also theoretically possible.

5 Application to Linkage Analysis

In linkage analysis, the disease-causing (related) gene is explored based on the

strength of linkage of markers using disease-infected patient families. In many

cases, however, the located genome regions of the disease-related gene candidates

are quite broad, and the predicted regions sometimes include more than 100–1,000

genes. Furthermore, the fact that the highest LOD score does not assure the in-

dication of target disease-related gene position makes the specification of target
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disease-related genes difficult. For the designation of the next experiment to specify

the target gene, each gene in the predicted genome region is usually investigated

by reading many papers manually, and that is quite a labor-intensive task. By us-

ing BioTermNet, the target disease-related genes can be listed with the strength of

relatedness and intermediate concepts.

In Table 2, the results of the application of the method to genes in the high LOD

score regions of linkage analysis for myocardial infarction [30] are listed. Table 2

is calculated by open discovery with the start concept: myocardial infarction, the

semantic class of end concept: gene, and one intermediate layer: semantic class of

function. Documents until 2004 are used for the system validation. The used genes

are located between 1p34-36 and the genome region contains about 850 genes. As

shown in Table 2, top 15 predicted potential myocardial-infarction-causing genes

are listed with intermediate concepts. Of these, although the direct relationship

Table 2 Summary of explicitly or potentially myocardial-infarction-causing genes

Gene name Intermediate terms

NPPAa,b Left ventricular dysfunction, brain natriuretic peptide, ejection
fraction, cardiac function, neuropeptide hormone

NPPBa,b Ejection fraction, cardiac death, acute coronary syndrome,
neuropeptide hormone, systolic dysfunction

MTHFRa,b Homocysteine, ischemic stroke, ACE, arterial thrombosis

TNFRSF1Ba,b Cardiac event, left ventricular dysfunction, ejection fraction

PLA2G2Aa,b Acute myocardial infarction of anterior wall, infarct, unstable angina

SLC2A1a,b Glucose transport, cardiac muscle, arteriosclerotic coronary disease,
ischemia

SLC9A1a Acute myocardial infarction of anterior wall, Na+/H+ antiporter,
acute myocardial infarction pathway, postinfarction

END2a,b Acute myocardial infarction of anterior wall, acute myocardial
infarction pathway, endothelin, angina pectoris

UTS2a,b Acute myocardial infarction of anterior wall, left ventricular ejection
fraction, entire coronary artery, vasoconstrictor

ECE1a Acute myocardial infarction of anterior wall, endothelin-converting
enzyme, acute myocardial infarction pathway

PTAFRa,b (Negative) Acute myocardial infarction pathway, platelet-activating factor,
physiological reperfusion, coronary artery structure

LCKb Cardiac muscle, ischemic heart diseases and syndromes, 3–16 heart
failure and other functional disorders, restenosis, ischemic
preconditioning

ELA3A Pancreatic function, ischemia, myoglobin, tissue plasminogen
activator, steonosis, diabetes mellitus

H6PD Glucose-6-phosphate, L-lactate dehydrogenase, NADP, glucose
oxidase, anticoagulant, diabetes mellitus

GJA4a,b Acute myocardial infarction of anterior wall, gap junction,
arteriosclerotic, coronary, myocardium structure, left ventricular
structure

aIndicates genes whose explicit relationships with myocardial infarction are already known
bIndicates genes whose functional SNPs and/or haplotypes are reported
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between myocardial infarction disease and three genes (LCK, ELA3A, H6PD) were

not confirmed experimentally in 2004, our system indicates their potential relation-

ships with one intermediate functional concept layer. By clicking the edge informa-

tion of graphic network, evidence to support the relationships are obtained such as

“LCK is related to the ischemic preconditioning (PMID 10488057) and ischemic

preconditioning is known to effect on myocardial infarct size (PMID 10588211).

On the other hand, the LCK is essential in coxsackievirus B3-mediated heart dis-

ease (PMID 10742150).”

When the several physical interactions to the target genes are known, the closed

discovery with the first layer: gene/protein and the second layer: function, the start

concept: the targeted gene, and the final concept: myocardial infarction is also use-

ful. Since physical interaction partners have similar biological function, the relation-

ship to the target disease becomes clear using them as the first layer as discussed

in [6]. By the addition of haplotypes or SNPs to the queries of closed discovery,

genes which are related to myocardial infarction and contain already known func-

tional SNPs or haplotype, are selected (the mark+ is added in Table 2).

Although BioTermNet cannot treat the function of unknown genes, at least

BioTermNet is useful for planning the next steps of experiments.

6 Application to Microarray Analysis

Due to the accumulation of manually curated signaling and metabolic-pathway data,

the related pathways of genes whose expression has changed are widely anticipated

in microarray analysis. In BioTermNet, common concepts of predefined pathways

and other semantic classes such as diseases and drug side effects with respect to

expression-changed genes can be extracted. For example, when the lists of genes

with expression changes induced by a drug are given, diseases to which the drug

is applicable are predicted. Table 3 is the list of the diseases to which doxazosin is

predicted to be applicable. Doxazosin is widely used for an enlarged prostate. Here,

input is the 119 genes with significant changes in expression in response to doxa-

zosin in a prostate cancer cell line [31] and the semantic class of second layer is a

gene, and that of the third layer is a disease. The common concepts are listed by

voting method, that is, the diseases having many connections (greater than a thresh-

old) with input genes by mediating intermediate concepts are highly ranked. Since

in the simple voting method, diseases with multiple disease-causing genes such as

cancer are ranked too highly, the super geometric distribution based on the number

of disease-related genes among input genes, the number of input genes, the number

of known disease-related genes (genes that co-occur with the target disease), and

the number of all genes is a more appropriate measure. The highly ranked concepts

are not largely changed in this example, so the result of simple voting method is

shown in Table 3. As shown in Table 3, cancer related diseases including carcinoma

of prostate are highly ranked, this is because that input genes include cell growth,
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Table 3 Predicted doxazosin-applicable disease list

Disease name Indirectly related gene number

Glioblastoma 100
Neuroblastomaa 100
B-cell lymphoma 99
Myeloid leukemia 98
Astrocytoma 96
Fanconi’s familial refractory anaemia 96
Sarcoma of prostate glanda 95
Adenocarcinoma of large intestine 94
Malignant tumor of ovarya 93
Urinary bladder carcinomaa 92
Autoimmune disease 93
Carcinoma of prostatea 91
Adenomaa 91
Cervical carcinoma 91
Neoplasm of thyroid gland 89
Uterine endometrial cancer 89
Inflammatory bowel disease 85
Hypertensive pulmonary vascular disease 85
Endothelial dysfunctiona 83
Hypertensiona 79

aIndicates genes on which the effects of doxazosin are already reported
Redundancy of disease names are removed manually

cell invasion, cell division, cell migration, and apoptosis related genes. The rela-

tionship between target disease and functions of input genes becomes clear when

the closed discovery between the target disease and input genes is performed with

semantic type of the first layer: gene and that of the second layer: function, and

end concept is doxazosin as shown in Fig. 3. In this closed discovery, intermediate

function concepts without direct relationship to doxazosin might be included. When

the final concepts are set to be glioblastoma and doxazosin, the functions without

direct relationships to doxazosin are removed. By reading the edge linked informa-

tion between the function and doxazosin, the effects of doxazosin on glioblastoma

are expected to be caused by the inhibitory effects on tumor cell growth (PMID:

10969806), and cell invasion (PMID: 12576871) and inducible effects on tumor

cell apoptosis (PMID: 12515754).

Although benign prostatic hypertrophy (BPH), the major target of doxazosin,

is not ranked within top 20 in Table 3, BPH is ranked at second (prostate cancer

is ranked at first) when using the genes with significant changes in expression in

response to doxazosin in a prostatic stromal cells [32].

Other than applicable diseases of a drug, prospective side effects and drug toxic-

ity are also predictable in similar schemes.
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7 Future Prospects

We introduced a method for knowledge discovery and its application to new drug

development. In addition to the introduced subjects in this section, there is a possi-

bility of the application of the method for the exploitation of additional indications

of the approved drug, interpretation of phenotype changes caused by gene muta-

tions and RNAi. This method is applicable to most of the subjects which uses accu-

mulated knowledge in documents. Knowledge discovery using a crossing database

is also easily performed in this scheme. Actually, knowledge discovery based on

the cross-data search among the Japanese drug package leaflet data, MedLinePlus,

and MEDLINE data is possible in BioTermNet, although that is not mentioned in

this book. Furthermore, by combining MEDLINE data with data other than docu-

ment data such as SNP frequencies and sequence information, the application of the

knowledge discovery system will be expanded. The usage of full text information

will enhance the potential application of knowledge discovery.

However, for the practical use of the knowledge discovery system by various

researchers, the problem that an ideal system is dependent on a user’s background

knowledge must be addressed. The system must be evaluated by pertinence and use-

fulness for each user instead of system relevance measured by recall and precision.

The evaluation of pertinence and usefulness is difficult in fields such as informa-

tion retrieval and is even more challenging in the knowledge discovery field. The

introduction of an artifice into the knowledge discovery system to accommodate the

background knowledge of a user will be crucial for making the knowledge discov-

ery system familiar to users. When it is achieved, a new paradigm of knowledge

discovery will be brought out.
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